
• At the end of each trial, the correct category was revealed and the subjects 
recorded the accuracy of their category guess. 
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In this investigation, we delve into the latent codes denoted as w, 
pertaining to both original and encoded images in steganography 
models, which are projected through StyleGAN—a generative 
adversarial network renowned for generating aesthetic synthesis.
We present evidence of disentanglement and latent code 
alterations between the original and encoded images. This 
investigator possesses the potential to assist in the concealment of 
messages within images through the manipulation of latent codes 
within the original images, resulting in the generation of encoded 
images.
The message into encoded renderings is facilitated by the 
employment of CodeFace, serving as a steganography model. 
CodeFace comprises an encoder and decoder architecture wherein 
the encoder conceals a message within an image, while the 
decoder retrieves the message from the encoded image.
By gauging the average disparities amid the latent codes belonging 
to the original and encoded images, a discerning revelation of 
optimal channels for concealing information comes to light. 
Precisely orchestrated manipulation of these channels furnishes us 
with the means to engender novel encoded visual compositions.

The experimental protocol unfolds as follows:
1. Face Detection and Extraction:The initial phase entails the 

application of a specialized face detection algorithm.
2. Hiding message into face images and produce encoded images ,
3. Latent Space Projection: A critical dimension of this investigation 

involves the projection of the latent space across the entire 
spectrum of encoded images, encompassing , in tandem 
with the unaltered originals denoted as .

4. Comparative Analysis: The ultimate phase encompasses an 
intricate comparative analysis, shedding light upon the variances 
that distinguish the latent spaces across the aforementioned 
image categories.
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The initial results in the tables below,

The first left-side table lists the 18 preeminent channels identified for 
the covert embedding of messages. These channels, characterized by 
substantial alterations within latent codes between original and 
encoded images, emerge as focal points of significance.
The other left table highlights the main channels for message hiding, 
ranked by importance. On the left, another table lists the top eighteen 
channels crucial for concealing messages in images.
The  Figure below manifests as a heatmap delineating the average 
discrepancy between original and encoded images. Adjacent to this, a 
tabular exhibition enumerates the mean disparity values corresponding 
to each individual block.

A generative adversarial network (GAN) has two parts: generator 
and discriminator. The key innovation of StyleGAN lies in its ability 
to control both high-level features, like overall structure and objects, 
and low-level features, such as textures and fine details, separately. 
This separation of control is achieved through a unique two-part 
generator network: a mapping network and a synthesis network.

The mapping network takes a 512-
dimensional random vector   is 
mapped to an intermediate latent space

, where l is the number of 
blocks (layers). This intermediate space is 
designed in such a way that different 
dimensions control different features of 
the image. For instance, one dimension 
might control the age of a generated face, 
while another might control the hairstyle. 
This separation of features enables fine-
grained control over the generated 
content.

z ∈ N(0,1)

w + ∈ Rl×512
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Image steganography is a technique 
to hide a secret message in a cover 
image or video while minimizing the 
distinctiveness of the encoded and 
original images.


