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Abstract
Face morphing is a problem in computer graphics with

numerous artistic and forensic applications. It is challeng-
ing due to variations in pose, lighting, gender, and ethnicity.
This task consists of a warping for feature alignment and a
blending for a seamless transition between the warped im-
ages. We propose to leverage coord-based neural networks
to represent such warpings and blendings of face images.
During training, we exploit the smoothness and flexibility of
such networks by combining energy functionals employed
in classical approaches without discretizations. Addition-
ally, our method is time-dependent, allowing a continuous
warping/blending of the images. During morphing infer-
ence, we need both direct and inverse transformations of the
time-dependent warping. The first (second) is responsible
for warping the target (source) image into the source (target)
image. Our neural warping stores those maps in a single
network dismissing the need for inverting them. The results
of our experiments indicate that our method is competitive
with both classical and generative models under the lens of
image quality and face-morphing detectors. Aesthetically,
the resulting images present a seamless blending of diverse
faces not yet usual in the literature.

1. Introduction
Image warping is a continuous transformation mapping
points of the image support to points in a second domain.
The process of warping an image has applications ranging
from correcting image distortions caused by lens or sensor
imperfections [9] to creating distortions for artistic/scientific
purposes [5]. Warping finds a special application in creating
image morphings [10], where it is used to align correspond-
ing features. By gradually aligning the image features using
the warping, we obtain a smooth transition between them.

*These authors contributed equally to this work.
Project page: https://schardong.github.io/ifmorph

We assume the warpings to be parameterized by smooth
maps. Besides obtaining smooth transitions, this allows us
to use its derivatives to constrain the deformation, such as
approximating it as a minimum of a variational problem.
Feature alignment can be specified using landmarks to estab-
lish correlations between two images.

In this work, we use coord-based neural networks, which
we call neural warpings, to parameterize image warpings.
This approach enables us to calculate the derivatives in
closed form, eliminating the need for discretization. We
also employ a time parameter, to represent smooth transi-
tions. By incorporating the derivatives into the loss function,
we can regularize the network and easily add constraints by
summing additional terms. To train a neural warping, we
propose a loss function consisting of two main terms. First,
a data constraint ensures that the warping fits the given key-
point correspondences. Second, we regularize the neural
warping using the thin-plate energy to minimize distortions.

We use neural warping to model time-dependent morph-
ings of face images, thus aligning the image features over
time. Afterward, we explore the flexibility of coord-based
neural networks to define three blending techniques. First,
we blend the aligned image warpings in the signal domain
using point-wise interpolation. Second, we propose to blend
the image warpings in the gradient-domain of the signals.
For this, we introduce another neural network to represent
the morphing and train it to satisfy the corresponding varia-
tional problem. If the target faces have different semantics,
we cannot adequately blend the warped images in the sig-
nal/gradient domain; therefore, we propose a third option:
blending using generative methods. In other words, we
propose to use a generative mixing: we embed the image
warpings in a latent space of some generative model, then
we interpolate the resulting embedding and project it back
to the image space. We present experiments using Diffusion
Auto-encoders (diffAE) [27].

Our contributions can be summarized as follows:
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• The introduction of a time-dependent neural warping
which encodes in a single network the direct and inverse
transformations needed to align two images along time.
We use the warping to transport the images and their deriva-
tives from the initial states to intermediate times.

• The neural network is smooth, both in space and time,
enabling the use of its derivatives in the loss function.
We exploit it to define an implicit regularization using the
thin-plate energy which penalizes distortions. Thus, the
landmarks follow a path that minimizes this energy instead
of a straight line, as in classical approaches.

• The neural warping model is compact. We achieved ac-
curate warping using a MLP composed of a single hidden
layer with 128 neurons, although our ablation studies indi-
cate that smaller networks would work for specific cases.

• We blend the resulting aligned image warpings to define
a time-dependent morphing, distinguishing it from cur-
rent methods that focus on a single blend. For the case of
blending in the gradient-domain, we use another neural
network (neural morphing). For the generative morph-
ing, we embed the warpings in a latent space, interpolate
the resulting curves, and project it back to image space.

2. Related Works
The first algorithms for face morphing were simple cross-
dissolves, i.e., pixel interpolation between target images [34].
However, the resulting morphings are substandard unless the
images are aligned, resulting in artifacts. To overcome this,
mesh-based alignment was used before the interpolation
stage, shifting the complexity to the image alignment. Beier
and Neely [2] further refined the process using line corre-
spondences and an interface to align them. Liao et al. [18]
exploited halfway domains, thin-plate splines, and structural
similarity to create a discrete vector field to warp the images.

The above morphing approaches are landmark-based,
as is ours. Recently, generative methods, such as Style-
GANs [13–15] and diffAE [27], have also been used to
interpolate between faces. In contrast to these methods, ours
is smooth in both time and space, as we have a differen-
tiable curve tracking the path of each image point during
warping. Moreover, our approach exploits the recent implicit
neural representations, which employ coord-based neural
networks [32] to parameterize the images. Hence, we elimi-
nate the need for interpolation and image resampling. This
approach has also been used in the context of generative
models [1] and multiresolution image representation [25].

Furthermore, by implicitly representing the images, we
obtain their derivatives in closed form through automatic
differentiation, which is not possible with previous landmark
and generative approaches. This allows efficient use of the
gradient during the training/analysis. Moreover, composing
the warping and images results in the warped images with
gradients given by the product of the warping Jacobian and
the image gradient.

An important step in our warping is the incorporation of
the time variable as input of the neural warping. Combined
with the above advantages, this enables the creation of con-
tinuous, smooth, and compact warpings. This also allows
us to constrain the landmark paths over time by minimizing
distortions, unlike classical methods.

Regarding StyleGANs and diffusion models, StyleGANs
create a latent space of images. Thus, the blending between
two faces is an interpolation of the corresponding projected
codes in the latent space. It produces high-quality images,
although their embedding is not necessarily invertible. There-
fore there is no guarantee that the blendings will be strictly
of the desired faces [27].
On the other hand, diffAE uses a learnable encoder to dis-
cover the high-level semantics of the image and denoising the
implicit diffusion model [33] to decode and model stochastic
variations. Unlike StyleGANs that depend on error-prone
inversion, diffAE encodes the image without an additional
optimization step. The outputs of the target images are close
to the originals, which is desirable for blending.

Additionally, StyleGANs may not satisfy the property of
blending the target faces over time since features of other
faces (from the training dataset) can appear in the interme-
diate frames (Fig 6). We note no such problem using the
generative blending of diffAE. That is why we use it as an
example of neural blending in our framework.

Note that generative models do not align image features
over time, as they do not model any warping of the image do-
mains. Instead, they perform a generative blending between
the images. Furthermore, such models rely on latent code in-
terpolations, and while they can blend the target images, they
lack temporal coherence (see the video in the supp. mat.).
Also, these models consider the face images to be aligned by
placing the eyes and mouths at fixed locations in the image
support. Thus restricting face interpolation to a specific case,
where eyes and mouths are fixed over time.

Our morphing approach does not suffer from the said
issues, since it disentangles the warping from the blending,
thus allowing for different blendings, such as Poisson image
blending and generative blending. For instance, the output of
our neural warping can serve as input for a generative blend-
ing, enabling faces in different positions, ensuring temporal
coherence, and tracking the path of each point in the image
support over time (see Fig 7 and the video in supp. mat.).

Morphing enables the creation of synthetic faces remark-
ably similar to real ones, known as “face-morphing attack”.
These techniques have captured the attention of the biomet-
rics community, resulting in a body of works dedicated to
detecting such attacks [8, 28]. Our method has the poten-
tial to generate new datasets, enhancing the effectiveness of
these detection systems. In biometrics, the production and
identification of morphed images are primarily concerned
with images that comply with the International Civil Avia-

7322

Authorized licensed use limited to: b-on: Universidade de Coimbra. Downloaded on February 26,2025 at 13:07:33 UTC from IEEE Xplore.  Restrictions apply. 



tion Organization (ICAO) standards [4, 11]. Morphing can
create images that merge the biometric identifiers of multiple
individuals, resulting in a facial image that could match sev-
eral people. Such images in official identification documents
pose a significant threat, as they undermine the fundamental
principle of biometric verification: one document should
correspond to an unique identity.

3. Methodology
3.1. Background and Notation
We represent an image by a function I : Ω ⊂ R2 → C,
where Ω is the image support and C is the color space,
and parameterize it using a (coord-based) neural network
Iθ : R2 → C with parameters θ. To train the neural image Iθ
such that it approximates I, we can optimize

∫
Ω
(I − Iθ)

2
dx.

This work explores coord-based neural networks to morph
neural images using a novel neural warping approach.

We assume that a coord-based neural network is a sinu-
soidal multilayer perceptron (MLP) [17, 24, 32] fθ(p) :
Rn → Rm defined as the composition fθ(x) = Wd ◦
fd−1 ◦ · · · ◦ f0(x) + bd of d sinusoidal layers fi(xi) =
sin(Wixi+bi)=xi+1, where Wi ∈ Rni+1×ni are the weight
matrices, and bi∈Rni+1 are the biases. The union of these
parameters defines θ. The integer d is the depth of fθ and ni

are the layers widths.
The MLP fθ is smooth because its layers are composed of

smooth maps, and we can compute its derivatives in closed
form using automatic differentiation. This property plays an
important role in our method since it allows using derivatives
for implicit regularization of the warpings and morphings.

3.2. Neural Morphing
This section introduces the neural morphing of two images.
It consists of a neural warping to align the features of the
image and a neural blending of the resulting warped images.

Specifically, let I0, I1 : R2 → C be two neural images,
we represent their neural morphing using a (time-dependent)
neural network I : R2× [0, 1] → C subject to I(·, i)= Ii(·),
for i=0, 1. Thus, for each t we have an image I(·, t), and
varying t results in a video interpolating Ii. To define the
morphing I, we disentangle the spatial deformation (warp-
ing), used to align the corresponding features of Ii along the
time, from the blending of the resulting warped images.

For the warping, we use pairs of landmarks {pj , qj}, with
j being the landmark index, sampled from the domains of I0
and I1 providing feature correspondences. Then, we seek a
warping T:R2×[−1, 1]→R2 satisfying the data constraints:
• The curves T(pj , t) and T(qj , t− 1), with t ∈ [0, 1], has
pj and qj as end points;

• For each t ∈ (0, 1), we require T(pj , t) = T(qj , t− 1).
Thus, the values I0(pj) and I1(qj) can be blended along the
path T(pj , t). In points x ̸= pj , we employ the well-known
thin-plate energy to force the transformations to be as affine

as possible. The resulting network T deforms Ii along the
time resulting in the warpings Ii :R2×[0, 1]→C defined as:

Ii(x, t) := Ii
(
T(x, i− t)

)
. (1)

Fig 1 illustrates the warpings Ii. Given a point (x, t), to
evaluate x in image Ii we move it to time t = i, for i=0, 1,
which is done by xi := T(x, i − t). Note that for x0 and
x1, we need the inverse and direct transformations of T (in
red/blue) since it employs negative and positive time values.

Then we obtain the image values by evaluating Ii(xi).
Moreover, we can move a vector vi at xi to x, at time t,
considering the product vi ·Jac(T(x, i− t)), where Jac is the
Jacobian. In Section 3.4, we use such property and consider
vi = ∇Ii(xi) to blend the images in the gradient domain.

Figure 1. Schematic illustration of the neural warping T being used
to aligning the initial images Ii

We blend the resulting aligned warpings Ii to define
the desired morphing I : R2 × [0, 1] → C. We consider
three blending approaches: a simple linear interpolation
I=(1−t)I0+tI1, blending in the gradient domain using
the Poisson equation, and generative blending using diffAE.
Section 3.4 presents these approaches in detail.

The following steps summarize the procedure of morph-
ing two images Ii:
• Extract key points {pj , qj} in the domains of the face

images I0 and I1, providing feature correspondence.
• Define and train the neural warping T : R2 × R → R2

to align the key points {pj , qj} while penalizing distor-
tions using the thin-plate energy. This produces the image
warpings Ii that align the features of Ii along time;

• Blend Ii to define the morphing I : R2× R→C of Ii.
We consider two representations for I. First, we use a
sinusoidal MLP and exploit its flexibility to train in the
gradient domain. Second, we embed Ii in the latent space
of diffAE resulting in two curves, then I is given by inter-
polating these curves and projecting back to image space.

3.3. Neural warping
This section presents the neural warping, a neural network
that aligns features of the target images along time. Precisely,
we model it using a sinusoidal MLP T : R2 × [−1, 1] → R2,
and require the following properties:
• T(·, 0) is the identity (Id);
• For each t∈ [−1, 1], we have that T−t is the inverse of Tt.
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The corresponding deformation of an image I : R2 → C
by T is defined using I(·, t) = I ◦ T(·,−t) which uses the
inverse T−t of Tt. That is one of the reasons we require the
inverse property. In fact, if T holds such a property, there is
no need to invert the direct warp Tt, which is a difficult task
in general. For simplicity, we say that I is a warping of I.
Note that at t = 0, we have I(·, 0) = I because T(·, 0) = Id.
Thus, I evolves the initial image I along time.

We could avoid using the inverse map T−t by employing
a sampling {Iij} of I on a regular grid {xij} of the image
support. Then, {Iij} are samples of the warped image I ◦
T−t at points {Tt(pij)}. However, this approach has the
drawbacks of resampling I◦T−t in a new regular grid which
can result in holes and relies on interpolation techniques.
Our method avoids such problems since it will be trained to
fit the property Tt ◦ T−t = Id for t ∈ [−1, 1].

Observe that, for each t, the map Tt approximates a dif-
feomorphism since it is a smooth sinusoidal MLP with an in-
verse also given by a sinusoidal MLP T−t since Tt◦T−t= Id.

3.3.1 Loss function
Let I0, I1:R2→C be neural images and {pj , qj} be the source
and target points sampled from the supports of I0 and I1 that
provide feature correspondences. Let T : R2×R → R2

be a sinusoidal MLP, we train its parameters θ so that T
approximates a warping aligning the key points pj and qj
along time. For this, we use the following loss functional.

L(θ) = W(θ) + D(θ) + T(θ). (2)

Where W(θ), D(θ), T(θ) are the warping, data, and thin-
plate constraints. W(θ) requires the network T to satisfy
the identity and inverse properties of the warping definition.

W(θ)=
∫
R2

∥T(x, 0)−x∥2dx

︸ ︷︷ ︸
Identity constraint

+
∫

R2×R

∥∥T
(
T(x, t),−t

)
−x

∥∥2
dxdt

︸ ︷︷ ︸
Inverse constraint

. (3)

The identity constraint forces T0 = Id and, the inverse con-
straint asks for T−t to be the inverse of Tt for all t ∈ R.

The data constraint D(θ) is responsible for forcing T to
move the source points pj to the target points qj such that
their paths match along time. For this, we simply consider:

D(θ) =

∫
[0,1]

∥T(pj , t)− T(qj , 1− t)∥2 dt (4)

Note that D is asking for T(pj , 1) = qj and T(qj ,−1) = pj
because at the same time W is forcing the identity property.
Moreover, it forces T(pj , t) = T(qj , 1− t) along time, thus,
as observed at the beginning of this section, this is the re-
quired property for the key points {pj , qj} be aligned along
time. Since we assume T to be a sinusoidal MLP, the result-
ing warping provides a smooth deformation that moves the
source points to the target points.

However, Ddoes not add restrictions on points other than
the source and target points. Even assuming T to be smooth
the resulting warping would need some regularization, such
as minimizing distortions. For this, we propose a regulariza-
tion which penalizes distortions of the transformations Tt

using the well-known the thin-plate energy [3, 9]:

T(θ) =

∫
R2×R

∥Hess (T) (x, t)∥2F dxdt. (5)

Tregularizes T and works as a bending energy term penaliz-
ing deformation, at each space-time point (x, t), based on the
derivatives of T. This helps eliminate global effects that may
arise from considering only data and warping constraints.
It is important to note that we have incorporated the time
variable into the thin-plate energy T.

By using a sinusoidal MLP to model T and training it
with Wwhile regularizing with the thin-plate energy, we
achieve robust warpings, see Fig 2 for an alignment between
two images, for more detail see the experiments in Sec 4.

Figure 2. A neural warping T continuously aligning two face im-
ages along time. We use T to create their aligned warpings Ii. The
morphing (1−t)I0+tI1 was sampled at t = 0, 0.25, 0.5, 0.75, 1.

Additionally, we perform experiments to assess the im-
pact of each term W, D, T to understand their importance
during the training of T. We found out that the thin-plate con-
straint T is crucial. Also, as expected without the data con-
straint Dwe can not align the image features. The warping
constraint has less influence, acting mostly on finer details.
That was an interesting finding implying that the warping
properties are being enforced by T. This is probably due
to the fact that D forces such property along the feature
paths and T asks for the deformation to be minimized in
R2 × [−1, 1]. Fig 3 illustrates the experiment.

Figure 3. Loss term impact experiment. From the left: results
without the inverse, identity, data, and thin-plate constraints.

3.4. Neural Blending
Let Ii :R2→C be two neural images and T : R2 × R→R2

be a neural warping aligning their features. Specifically, the
images Ii are deformed by T along time and Eq 1 gives the
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corresponding warpings Ii(x, t) = Ii
(
T(x, i − t)

)
. Then,

we blend Ii or their derivatives to construct a morphing
I : R2 × R → C of the initial images Ii. A naive blending
approach could be defined directly from Ii by interpolating
using I(x, t) = (1− t)I0(x, t) + tI1(x, t). Thus, at t = 0
and t = 1, we obtain I0 and I1, respectively (See Fig 2).
Note that I is a smooth function both in time and space.
3.4.1 Blending in the gradient domain
Interpolating Ii does not allow us to keep parts of one of the
images unchanged during the morphing, e.g. the comple-
ment region of the face. To address these issues, inspired
by the Poisson image editing technique [26], we propose to
blend Ii by solving a boundary value problem in R2 × R to
handle smooth animations and model Iby a neural network.

We use the Jacobians Jac(Ii) of the warpings Ii to train
I. We restrict the morphing support to S=[−1, 1]2×[0, 1],
with [−1, 1]2 representing the image domain and [0, 1] is the
time interval. Let Ω ⊂ S be an open set used for blending Ii,
such as the interior of the face path, and let I∗:S→R be
a known function on S − Ω (it could be either I0 or I1).
Finally, let U be a matrix field obtained by blending Jac(Ii),
for example, U = (1 − t)Jac(I0) + tJac(I1). A common
way to extend I∗ to Ω is by solving:

min

∫
Ω

∥Jac(I)−U∥2dxdt subject to I|S−Ω=I∗|S−Ω. (6)

We propose to use this variational problem to define the
following loss function to train the parameters θ of I.

M(θ)=
∫
Ω

∥Jac(I)− U∥2 dxdt︸ ︷︷ ︸
C(θ)

+
∫
S−Ω

(I− I
∗)2dxdt︸ ︷︷ ︸

B(θ)

. (7)

The cloning term C(θ) fits I to the primitive of U in Ω, and
the boundary constraint B(θ) forces I=I∗ in S−Ω. Thus,
M trains I to seamless clone the primitive of U to I∗ in Ω.
Unlike classical approaches that rely on pixel manipulation,
seamless cloning operates on the image gradients.

Since the images Ii contain faces and T aligns their fea-
tures, we define Ω as the path of the facial region over
time. Specifically, let Ω0 be the region containing the face
in I0, define Ω by warping Ω0 along time using T, i.e.,
Ω = ∪t∈[0,1]Tt(Ω0). Note that the deformation of Ω0 uses
the direct deformation Tt while the warped image I0 uses
the inverse T−t. The use of both inverse/direct deformations
encoded in our neural warping avoids the need to compute
inverses at inference time. Finally, for each t, T aligns the
faces Ii in the region Tt(Ω0). Thus, M trains I to morph
the face in I0 into the face in I1 while cloning the result to
I0 on S − Ω.

Besides choosing U as a linear interpolation of Jac(Ii),
which we call the averaged seamless cloning case, we could
choose U = Jac(I1) and I∗= I0. So, the resulting loss
function M forces I to seamless clone the face I1 to the
corresponding region of I0.

It may be desirable to combine features of Ii, however an
interpolation of Jac(Ii) can lead to loss of details. To avoid
it, we extend the approach in [26], which allows mixing the
features of both images. At each (x, t), we retain the stronger
of the variations in the warpings by choosing U=Jac(I0)
if ∥Jac(I0)∥>∥Jac(I1)∥, and U=Jac(I1), otherwise. The
resulting loss function M forces I to learn a mixed seamless
clone of Ii. Fig 4 shows examples of neural blending.

No warping seamless cloning average cloning mixed cloning

Figure 4. Comparing different neural blendings of two faces Ii.
Line 1/2 shows examples of cloning the half-space region of I1 into
I0. In Column 1 we do not align the image landmarks, the remaining
columns use our neural warping for the alignment. Column 2 uses
U=Jac(I1) and I∗=I0 in the neural blending. Columns 3 and 4
applies the mixed and normal seamless clone respectively.

3.4.2 Blending using generative models
Generative models may be used to interpolate faces. How-
ever, they do not ensure feature alignment, only provide a
blending of the images. To overcome this issue, we use our
neural warping to align the face features and a generative
blending to combine the resulting warped images over time.
Sec. 4.2 presents experiments with this approach.

Specifically, let Ii be neural images representing two faces
and T be a neural warping aligning their features. Again,
the images Ii are deformed by T along time resulting in the
image warpings Ii. Recall that, for each t ∈ [0, 1], we have
that the faces in I0(t) and I1(t) have their features aligned.
Let E and D be the encoder and decoder of a generative
model. We embed Ii in the latent space which results in the
code curves ci(t) = E

(
Ii(·, t)

)
. Then, we interpolate the

curves directly in the latent space and the desired generative
morphing is given by projecting the resulting curve to the
image space using the decoder D:

I(·, t) := D
(
(1− t)c0(t) + tc1(t)

)
. (8)

With the generative morphing Iwe have the feature cor-
respondence along time and their path explicitly. We use it
to improve the temporal coherence in generative approaches.

In practice, we employ diffAE [27] since, unlike GANs
that depend on error-prone inversion, it encodes the input
and produces high-quality output without an optimization
step. Moreover, the output of the target images is close to the
originals, i.e. I(i) ≈ Ii, which is desirable for the morphing
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task. Also, note that to blend images using diffAE we have
to interpolate between two-part codes with a semantic and a
stochastic part.

Fig 5 shows a comparison between the generative morph-
ing and a pure diffAE applied to Ii. Line 1 presents samples
of the generative morphing I(·, t). In Line 2, we simply
interpolate between the codes of Ii. Note that the generative
morphing offers smoother transitions between corresponding
features; see the video in the supplementary material.

Figure 5. Generative morphing. Line 1 presents a morphing be-
tween two faces using the generative morphing (neural warping +
diffAE). Line 2 shows the results of diffAE using no alignment.

This experiment does not employ the pre-processing step
of fixing the eyes and mouth in the image support. This step
is common in generative approaches and relies on DLib [16,
29] to detect facial features. For the experiment using this
alignment, refer to Fig 6. However, such dependence on
generative models forces the eyes and mouths to remain
fixed in the image support over time. Hence, we cannot
morph between roto-translated images.

4. Experiments and Discussions
In the experiments, we used small sinusoidal MLPs consist-
ing of a single hidden layer with 128 neurons to parametrize
the neural warpings. However, our ablation study indicated
that smaller networks also works, see the supp. material.
This shows that our representation is compact and robust for
time-dependent warpings. The network initialization follows
the definitions in [32]. Additionally we use DLib [16, 29]
for landmark detection. For the experiments, StyleGAN3
was fine-tuned with images from the FRLL dataset for 312
epochs, while diffAE was used directly from the authors’
repository (model FFHQ256, autoencoding only).

4.1. Qualitative comparisons
We assess our approach regarding the visual quality of both
warping/blending of faces. Fig 6 shows our neural warping
with linear blending, diffAE with FFHQ alignment, neural
warping and diffAE, and StyleGAN3 with FFHQ alignment.
Note that unlike StyleGAN3, diffAE provides a close, al-
though blurred, reconstruction of the target.

In Fig 6, diffAE (Line 2) produces a shadow in the fore-
head/hair transition area for images with t = 0.5, 0.75.

Neural warping + linear blending [Ours]

FFHQ alignment + diffAE

Neural warping + diffAE (generative morphing) [Ours]

FFHQ alignment + StyleGAN3

Figure 6. Morphing comparisons of our method and generative
approaches (neural warping + linear blending, diffAE, neural
warping + diffAE, and StyleGAN3). Columns 1 and 5 are the
target faces, while the three middle columns are blendings for
t = 0.25, 0.5, 0.75. The original images are the ends of Line 1.

It also creates a hole in the subject’s left earlobe. These
issues are missing when using our neural warping for align-
ment (Line 3). Another point of note is the face similarity
between neural warping + diffAE (Line 3) and neural warp-
ing + linear blending (Line 1). This is due to the temporal
coherence added by time-dependent alignment given by the
warping. Thus, the generative morphing produces intermedi-
ate faces closer to the targets when compared to employing
FFHQ alignment. Moreover, since StyleGAN3 does not re-
produce the target faces from the latent code projections, the
blendings are generating faces unrelated to the originals.

As shown in Fig 5, FFHQ alignment is necessary for inter-
polating faces; otherwise, it produces visual artifacts. This is
because generative models do not perform warping of facial
features; instead, they blend them. Thus, we cannot use such
methods for morph faces in different poses. However, we
observe that we can use neural warping for this task. Fig 7
displays morphings between faces in different positions. As
expected, diffAE cannot blend the faces (Line 1). Thus, we
consider our neural warping (Line 2) and pass it as input to
diffAE, resulting in better interpolations (Line 3).

Our approach also handles faces with varying gen-
ders/ethnicities, resulting in high-quality morphings, as
shown in Fig 8. It shows that our method learns effective
alignments, enabling seamless blendings to preserve details.
Morphing in this context is challenging due to feature align-
ment, and blending skin colors/textures [21]. Additional
examples are shown in the supp. material.
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diffAE

Neural warping + linear blending [Ours]

Neural warping + diffAE [Ours]

Figure 7. Morphings between unaligned faces. Columns 1 and 5
are the target images (in red). Columns 2, 3, and 4 are morphings at
t = 0.25, 0.5, 0.75. Line 1 shows diffAE blending where the target
images were cropped to contain mostly the face. Line 2 shows our
neural warping and linear blending, and Line 3 shows our neural
warping and diffAE blending. Note that the diffAE adds a blurring
to the reconstructed images.

Source Seamless mix Seamless mix Target

Figure 8. Morphings between faces of different ethnicities (Line 1)
and genders (Line 2). Columns 1 and 4 show the target faces. We
blend them using seamless mix, at t = 0.5, and either the source
image as base (Column 2), or the target image as base (Column 3).
In both case we employed our neural warping/blending.

Fig 9 shows an example of the warping paths (top) and
the linear blending of both images (bottom) created by our
method (left) and classic OpenCV warping (right). The
creation of a non-linear path lead to a better alignment, and
thus a blending with less ghosting artifacts.

Figure 9. Comparison between our warping (left) and OpenCV
(right) and the resulting blendings (bottom row).

Additionally, our method handles morphing between
faces with different expressions (Fig 10, top row), partial oc-
clusions (Fig 10, bottom row) and, poses (Fig 11). In Fig 10,
we employ linear, our neural Poisson, and diffAE blendings,
while in Fig 11 we compare diffAE and MorDiff [6] with
our generative blending.

Figure 10. Morphings between subjects with different expressions
(top) and, with partial occlusion and faces in the wild (bottom).

Figure 11. Morphings between faces with different poses.

Feature transfer using neural warping/blending
Our method can be used to transfer features between faces,
as shown in Fig 12. To transfer features, we train a warping
between two faces, select the region with a desired feature,
warp the source face to match the target face, and blend only
that region in the gradient domain (Sec 3.4.1).

4.2. Quantitative comparisons
We compare our approach with StyleGAN3, diffAE, and the
classic OpenCV procedure. We assess the performance of
our neural warping with different blendings: linear, seamless
cloning, and mixing. From the 102 images of the FRLL
dataset [7], we generated 1220 morphings following the
protocol in [30], thus resulting in morphings of similar faces
(i.e., same gender, similar ethnicity). Moreover, we used
the FFHQ alignment, provided as a stand-alone script by
the diffAE1 to post-process the images (both original and
morphed), cropping and resizing them to 256×256 pixels.

To assess the visual fidelity, we used Fréchet inception
distance (FID) [12] and learned perceptual image patch
similarity (LPIPS) [35]. FID is employed by generative
methods to measure the proximity between the distributions
of real and generated images [20]. Lower FID values mean
that the distributions are close, thus the generated images

1https://github.com/phizaz/diffae/blob/master/align.py
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Figure 12. Transference of features between images. Columns 1
and 4 present the source/target faces, Column 2 shows the region
containing the desired feature(s) and Column 3 shows the feature(s)
transferred to the target image.

are close to the original. LPIPS calculates the similarity of
two images by splitting them into patches passed through
an image network and measuring their activation similarity.
The final LPIPS of the two images is the mean LPIPS of their
patches. The FID metric is calculated using pytorch-fid
v0.3.0 [31], while LPIPS uses lpips v0.1.4 [35].

Table 1 shows the FID and LPIPS scores of the tech-
niques. Here, the target images are I0 and I1, and I is the
morphing between then at t = 0.5. We split the LPIPS score
between (I0, I) and (I, I1), since the seamless-{clone,mix}
blending transfers the warped features of I1 to I0, thus lead-
ing to a higher similarity between (I0, I) compared to (I, I1).
Our warping with seamless mix blending achieves higher
visual fidelity according to FID and better perceptual sim-
ilarity to the source image, as indicated by LPIPS (I0, I),
while our method with linear blending obtained LPIPS (I,
I1) comparable to generative methods.

Table 1. FID and LPIPS for OpenCV, StyleGAN3/diffAE, and our
warping with different blendings.

Morphing Type FID ↓ LPIPS (I0, I) ↓ LPIPS (I, I1) ↓

OpenCV 68.234 0.275 0.281
StyleGAN3 35.653 0.174 0.173
diffAE 41.356 0.183 0.186
Ours (linear) 31.950 0.158 0.164
Ours (S. Clone) 25.290 0.093 0.234
Ours (S. Mix) 22.604 0.081 0.241
Ours (diffAE) 40,224 0.175 0.176

The results in Table 1 show that by improving the warping,
the morphing quality increases (see Lines 1 and 4) such that

the resulting images surpass generative methods w.r.t. per-
ceptual metrics. Further improvements in the blending lead
to morphings with a natural appearance, and more similar
to one of the target images. Additionally, see the morphing-
attack-detection (MAD) results in supp. material.
Hardware used The images and morphing networks were
trained using an NVIDIA GeForce RTX 3090 GPU, with
24GB of memory. The system has a AMD Ryzen Threadrip-
per PRO 5965WX CPU and 256GB of DDR4 memory.

Ethical Issues One of the problems with face morphing
is its use to create fake appearances for official purposes or
defamation of individuals. This raises concerns in both the
community and the authors. We hope that by exposing our
method to the community, we ensure that other colleagues
can create detection models to counteract such threats.

Limitations Our method builds a functional representation
of the warping to align the features of two faces. It encodes
the direct/inverse transformations required in morphing in
a single network. Thus, requesting the learning of a non-
invertible transformation may lead to inconsistencies. For
example, if a particular region of the image collapses during
warping, it cannot be inverted. Nevertheless, we can still
represent such a transformation with the inverse part of the
neural warping or using its direct counterpart.

5. Conclusions
We proposed a face morphing by leveraging coord-based
neural networks. We exploited their smoothness to add en-
ergy functionals to warp and blend target images seamlessly
without the need of derivative discretizations.

Our method ensures continuity in both space and time
coordinates, resulting in a smooth transition between im-
ages. By operating on a smooth representation of the un-
derlying images, we eliminate the need for pixel interpola-
tion/resampling.The seamless blending of the target images
is achieved through the integration of energy functionals,
ensuring their harmonious clone. The resulting morphs ex-
hibit a high level of visual fidelity and maintain the overall
structure and appearance of the target faces, even when mor-
phing between different genders or ethnicities. Finally, our
neural warping offers a versatile framework being easily inte-
grated with generative methods, opening up possibilities for
applications in computer graphics and digital entertainment.

In the future, we aim to create morphing datasets using
our method to improve MAD models, thus limiting any
potential negative impact. We intend to extend it to other type
of images, and operate on surfaces as well [19, 22, 23, 32].
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