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Abstract

In this paper we analyze the problem of motion esti-
mation from a sequence of stereo images. We formulate
both the differential and discrete approaches of two meth-
ods. The differential approach uses differential optical ¤ow
whereas the discrete approaches uses feature correspon-
dences. We use both methods to compute, £rst, the 3D ve-
locity in the Z direction and, second, the complete motion
parameters. The methods were extensively tested using syn-
thetic images as well as real images and several conclu-
sions are drawn from the results. We point out the critical
factors for the methods. The real images are used without
any illumination control of the scene in order to analyze the
behavior of the methods in strongly noisy environments and
low resolution depth maps.

1. Introduction

All the methods that solve the motion problem can be
classi£ed into discrete methods and differential or contin-
uous methods. Both classes of methods use temporal se-
quences of images. The former class is called discrete be-
cause it uses a set of features and the features correspon-
dences across time are assumed to be known. On the other
hand, differential methods use differential optical ¤ow.

In this paper we will present a performance analysis of
two methods [4, 6]. One of our goals is the comparison of
those methods in terms of their accuracy in the estimation
of the 3D velocity in the Z direction. Another goal is their
comparison in terms of the estimation of the 3D motion pa-
rameters. The estimation of 3D velocity in the Z direction is
a relevant problem for the computation of time-to-collision,
which is very useful for robot navigation.

We also developed the discrete formulation of both meth-
ods to compute both the 3D velocity in the Z direction and
the estimation of all the motion parameters.
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Figure 1. World and stereo coordinate system

The robustness of the methods was also analyzed as a
function of the resolution in the depth estimates, in unstruc-
tured indoor scenarios.

A performance analysis of both methods in both formu-
lations is performed and the critical input data variables as
a function of noise are identi£ed.

2. Motion Estimation Problem

A 3D point in space will be represented by its coordinate
vector P = [X Y Z]T and the world coordinate system will
be coincident with the cyclopean coordinate system. The
cameras (with focal f ) are parallel to each other separated
by the baseline b. The ¤ow induced in the image planes is
represented by vl = (vl

x, vl
y) for the left image and by vr =

(vr
x, vr

y) for the right image. Figure 1 shows the geometry of
the stereo vision system and the world coordinate system.

We consider rigid motion. Let V be the total 3D velocity
of point P. As any rigid body motion can be expressed by a
translational component given by t = [tX tY tZ ]T and a ro-
tational component given by Ω = [ΩX ΩY ΩZ ]T we have



the 3D velocity given by V = Ω × P + t. Expanding this
equation we obtain the third component of the 3D velocity
of a point along the Z direction - VZ which we propose to
estimate. We have VZ = tZ + ΩXY − ΩY X .

In the discrete approach two points in space are related
by a linear transformation composed by a rotation matrix
and a translation vector such that P′ = R · P + T where P
is a 3D point at time t and P’ the same point at time t′. In
the discrete formulation we will approximate the velocity
of a 3D point by the £nite differences between the point
coordinates in time t′ and t, that is, VZ = Z ′ − Z.

3. Differential approach

In this section we will consider 3D motion estimation
from a differential standpoint. The differential optical ¤ow
is available. First we will present two methods to estimate
the 3D velocity in the Z direction - VZ . The details and
proofs of those methods are available in [1, 6, 4].

VZ - Depth Constraint

The change in the depth of a point or rigid body over time
is directly related to its velocity in 3D space. We can use
this principle to relate the velocity in the Z direction with
depth.

The depth at instant t′ of a point should be the depth at
the instant t plus the displacement in the Z direction - VZ .
This relationship is given by the following expression, the
linear Depth Change Constraint Equation - DCCE:

VZ = Zt + Zx · vx + Zy · vy (1)

where Z(x, y, t) is the depth at a given time t, Zx, Zy and
Zt its spatial-temporal derivatives. vx and vy are the com-
ponents of the optical ¤ow.

VZ - Binocular Flow Constraint

1. The x− coordinate of P is xl in the left image and xr in
the right image.

Point P in £gure 1, its projection in each image plane
((xl, yl, f) and (xr, yr, f)) and the optical centres (Ol and
Or) de£ne two similar triangles, so that we can write the
relationship:

Z

b
=

Z − f

b − (xr − xl)
(2)

Now, if we compute the temporal derivative of the equa-
tion 2, we obtain:

VZ = − bf

(xr − xl)2
· (vr

x − vl
x) = −Z2

bf
∆vx (3)

is given by equation 3 which yields a way to compute VZ

locally, i.e. one equation for each image point.

Motion parameters - Depth Constraint

The six motion parameters (
−→
Ω and

−→
t ) can also be esti-

mated. Replacing in the DCCE equation 1 the image ve-
locities by their well-known relationships with the motion
parameters, we obtain the following equation:

−Zt =




f Zx

Z

f
Zy

Z

−Z+xZx+yZy

Z−fZy − y
f (Z + xZx + yZy)

fZx + x
f (Z + xZx + yZy)
xZy − yZx]




T

· −→φ (4)

where
−→
φ is the vector with the six motion parameters that

we want to estimate.
Taking several points (more than six) we obtain an

overdetermined linear system in
−→
φ .

Motion parameters - Binocular Flow Constraint

The 3D velocity in the Z direction (VZ) can be expressed as
a linear equation on three of the six parameters which can
be substituted in the equation of binocular ¤ow. We obtain:

tZ + ΩXY − ΩY X = −Z2

bf
∆vx ⇔

⇔
[
∆vx

bf

]
=

[−1
Z2

−y

fZ

x

Z

]
 tZ

ΩX

ΩY


 (5)

where we replaced the 3D point coordinates X and Y by its
inverse perspective projection equations.

To recover the remaining parameters we propose the use
of the optical ¤ow. For each image point, t̂Z , Ω̂X , Ω̂Y and
the image ¤ow (vx,vy) are known. So we can de£ne another
linear system to estimate the other three motion parameters.

4. Discrete Formulation

In this section we present the discrete versions of both
methods (to compute VZ) and we also present a method to
compute the motion parameters in the discrete formulation.

A discrete number of images is considered and we wish
to recover the transformation between the world projected
in consecutive images using the relationship P′ = R·P+T.

The disparity information is available and also feature
correspondences.

VZ - Discrete DCCE

The DCCE equation in the discrete formulation is given by:

VZ = Zt + Zx∆x + Zy∆y (6)



where Zt = Z(x, y, t′) − Z(x, y, t).
In the discrete formulation of the DCCE equation, the

image velocities were replaced by the £nite differences of
the image point coordinates.

VZ Binocular Flow

The discrete binocular ¤ow method equation is given by:

VZ ≈ ZZ ′

bf
(d′ − d) (7)

Motion parameters - Discrete formulation

Regarding the expression P′ = R ·P+T and expanding it,
it is possible to establish a relation between discrete motion
parameters (R and T) and the 3D points P and P′. Trans-
forming that equation into an overdetermined system, ma-
trix R and vector T can be recovered. To recover the actual
rotational motion parameters, considering that the motion
parameters are constant over time, it is used the instanta-
neous approximation yielded by:

R ≈

 1 −ΩZ∆t ΩY ∆t

ΩZ∆t 1 −ΩX∆t
−ΩY ∆t ΩX∆t 1


 (8)

and the translational motion parameters are given by:

−→
t = V −1 · T (9)

where V is the matrix given by the closed form of a point
trajectory in rigid body motion (see [8, 5, 7]).

5. Experiments and Conclusions

We performed two groups of experimental tests. First we
used synthetic images to analyze the performance of both
methods changing the resolution of disparity/depth £elds,
adding noise to disparity and velocities and changing the
displacements from image to image, in order to identify the
critical variables for both methods. Synthetic images are
made up of front and lateral walls, ground and two obsta-
cles. This world was projected into a virtual stereo head
mounted on a navigating robot with known motion parame-
ters (the basis velocity equals one focal length per frame).

The second group of experiments was done with real im-
ages obtained with known motion parameters. For reasons
of lack of space we will report only the main results and
conclusions. Extensive testing, results and further details
are described in the Technical Report [1].

In £gure 2 we report the relative mean error of estima-
tion of VZ and of the most numerically stable motion pa-
rameters: tZ , ΩX and ΩY . The sequence used is a complex
sequence with translation in all axis and rotation over the X
and Y axes. Three sensitivity tests are presented: increas-
ing the amplitude of velocities (multiply the velocity by a
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(a) VZ error - increasing
the amplitude of displace-
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(b) VZ error - increasing
noise in disparity
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(c) VZ error - increasing
noise in velocities
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(d) tZ error - increasing
the amplitude of displace-
ment

1 2 4 8 16
0

5

10

15

20

25

30

35

40

AMPLITUDE OF VELOCITIES

R
E

LA
T

IV
E

 E
R

R
O

R
 [%

]

DIFF/DCCE
DIFF/DV
DISC

(e) ΩX error - increasing
the amplitude of displace-
ment
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(f) ΩY error - increasing
the amplitude of displace-
ment

Figure 2. Error analysis in synthetic images.

factor), increasing the standard deviation of the noise added
to disparity and of the noise added to velocities.

To analyze the performance of both methods with real
images a pair of cameras with focal length of 6.5 mm and a
baseline of 130 mm was used. The pixel width is 12.0 µm.
The stereo head was attached to a manipulator with reason-
able precision allowing complex paths to be performed. The
real images were acquired without any special care with il-
lumination, shadows and other lighting effects. Figure 3
shows one left frame and the corresponding disparity map.
To compute the optical ¤ow it was used the Lucas-Kanade
algorithm and for feature correspondences it was used a
simple corner detection and matching algorithm.

Figure 4 shows the relative error of VZ and of the motion
parameters tZ and ΩY .



Figure 3. Real image and corresponding dis-
parity map.
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(b) Relative error of tZ
with increasing displace-
ment
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Figure 4. Error analysis in real images

5.1. Conclusions

Several conclusions can be drawn regarding the results
obtained with synthetic and real images.

In synthetic sequences one can observe that the DCCE
method is very sensitive to the disparity resolution and to
the noise in disparity. The DV method, on the other hand, is
more sensitive to the noise in optical ¤ow and feature corre-
spondences. However, both methods get better results when
the displacement between consecutive images is bigger. As
was expected the discrete approach is better only for big
displacements (translation and/or rotation).

Concerning the estimation of VZ , it can be concluded
that the path is very important in the accuracy. For transla-
tional paths it is possible to obtain VZ with relative errors
of about 10 − 30%, using low resolution disparity maps.
In the rotational paths, however, the estimation results are
very poor. The DCCE method presents slightly better re-
sults than the DV method in translational and mixed paths
and much better results in rotational paths.

The VZ standard deviation is almost always very high.
This is a relevant fact since it suggests that when computing
VZ , a high number of measurements are necessary (in order
to allow for the cancellation of the error).

For the computation of the complete motion parameters -−→
φ , which is a multi-linear regression problem, there are nu-
merical instability problems for the parameters tX , tY and
ΩZ due to ill-conditioning of the observation matrix. On
the other hand, it is possible to estimate with reasonable ac-
curacy the other three parameters (tZ , ΩX and ΩY ). The
parameter tZ , which represents the translational motion in
the optical axis direction is the parameter with best estima-
tion values. The DCCE method is again the best one.

Generally, the results get better for higher veloci-
ties/displacements.

Concerning the comparison of the differential and dis-
crete formulations, it can be concluded that in the estimation
of VZ , there are few differences between both approaches
but, in the estimation of

−→
φ , the discrete one presents smaller

errors in the unstable parameters and again few differences
in the other three parameters. It is observed that the discrete
formulation gets better results for higher displacements.

It can be also concluded that for the DCCE method the
critical factor is the resolution of the depth £eld. On the
other hand, for the DV method the critical factor is the accu-
racy of the optical ¤ow (as was expected from the analysis
of the uncertainty propagation [2, 3]).
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