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(57) The invention comprises an encoding system
for a security document with a printer-proof steganogra-
phy-encoded image and a decoding and integrity valida-
tion system for a security document with a printer-proof
steganography-encoded image, wherein the said sys-
tems operate based on a generator generative adversar-
ial neural network and a discriminative generative adver-
sarial neural network.

The invention comprises an encoding method, a de-

coding method, security documents, computing devices,
computer programs and reading means (scanner) by an
associated computing device.

The invention applies to image encoding in general,
and is particularly useful for concealing a secret message
in facial images, also called portraits, in the context of
security documents with a printer-proof steganogra-
phy-encoded image-such as civil identification docu-
ments and personal machine-readable documents.
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Description

TECHNICAL FIELD

[0001] This invention is encompassed by the stega-
nography area, particularly printer-proof steganography
systems and methods, and capturing images through a,
known in English, as printer-proof steganography.

BACKGROUND ART

[0002] The integrity of facial images on security docu-
ments, such as civil identification and travel documents,
namely national identity cards and passports, is often
undermined by forgeries of the respective documents.
Security documents, which are encompassed by the
scope of this invention, may be identified as Identification
Documents and Machine-Readable Travel Documents
(ID-MRTD).
[0003] Due to its characteristics, individual facial im-
ages are acknowledged worldwide as a primary form of
personal identification, constituting one of the main bio-
metric elements, becoming increasingly common and
more widely used for this purpose.
[0004] The facial image is therefore also rated as one
of the most counterfeited and attacked security elements
in civil and travel identification documents. One of the
current ways to ensure the integrity of the facial images
on these documents is through altering the image in order
to encode hidden information in it, for the purpose of pro-
viding this information to integrity verification systems,
either manual or automatic, cross-checking the informa-
tion hidden in the image and decoded or obtained during
verification with the expected information for the context
within which the image is inserted. An example of this
security mechanism is encoding the related passport
number in the image of a person’s face on their passport.
It will then be easy for a verification system to cross-check
the content hidden in the image with the content in the
context of that image, thus making a decision on the in-
tegrity of both the photograph and the document.
[0005] In related contexts, the need for document ver-
ification extends to elements other than the face of the
person, for example, the design elements printed on the
card and that are common to all cards. It is then common
to confirm the integrity of the supporting document itself
by analyzing the images on it.
[0006] Within the context of this invention, namely in
the field of concealing information encoded into an im-
age, steganography is a technique for concealing the ex-
istence of private information in supporting data. Thus,
the simple analysis or visualization of the supporting data
is not sufficient to reveal either the existence of hidden
information or to decode it. From the typological stand-
point, the information to be concealed may be alphanu-
meric, binary or matrix (image), and the supporting data
may also be alphanumeric, binary or matrix (image).
[0007] Consequently, steganography is a very com-

mon technique for concealing information in images, in
order to disguise the existence of concealed data. The
main idea behind steganography is to integrate the infor-
mation to be hidden into the visual base information, nec-
essarily forcing a loss of information from the latter, in
order to accommodate the information from the former.
The success of a steganography method lies in its ability
to maintain as many of the visual properties of the base
image as possible, keeping the loss of information as low
as possible.

TECHNICAL PROBLEMS

[0008] The simplest and most primitive steganography
method consists of replacing the least significant bit of
the pixels in an image with one bit of information to be
hidden. In this case, hidden information is the concate-
nation of all the least significant bits in the final image.
This simple method has very little impact on the percep-
tion of the base image in the final image, because very
little information is lost or destroyed, corresponding in
general terms to a small reduction in the resolution of the
real image and an alteration to some high frequency com-
ponents, with little impact on the overall perception of the
image. Despite this simplicity for encoding and decoding
the image, this method does not offer high security for
protecting hidden data; above all, it is not resistant to
noise or some common image manipulations, such as
compression (for example, in the JPEG format, with this
acronym, from the English name of the Joint Photograph-
ic Experts Group, which is the group responsible for the
JPEG standard.
[0009] There are dozens of more sophisticated stega-
nography methods that allow information to be hidden,
protecting it more securely.
[0010] However, the known steganography methods
are not resistant to transmitting the information over a
physical channel, retaining their properties only over dig-
ital channels, usually lossless. In fact, when there is a
change from digital to physical format (this process is
called transduction), and then a reversal to digital format,
there is generally a significant loss of information that
does not preserve the information hidden by the stega-
nography method.
[0011] The most common digital-physical transduction
methods are those performed by transduction devices,
such as scanners, cameras, artificial retinas, printers and
displays. Image transduction is often handled through
pixel processing, considering that an image has an opti-
cal representation that can be sensed directly or indirectly
by optical signals, and data representation based on
electronic signals, such as voltage, electric current, or
electric charge, in either analog or digital form. A pixel
can thus be represented optically or electronically.
[0012] Image printing can be handled through any type
of printing on any physical support, including paper; pol-
ymers, such as polycarbonate and polyvinyl chloride;
metal sheets; resins; varnishes; tapes; holographic ma-
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terials, or any other physical support. For screen visual-
ization, several types of electronic equipment can also
be used, including cathode ray tubes (CRT), liquid crystal
displays (LCD), liquid crystals, light-emitting diode dis-
plays (LED) and all other related or derived technologies.
On the other hand, for the physical-digital transduction
process, the image is captured by optical devices, name-
ly photographic or video cameras, using any type of vision
technology.
[0013] Thus, a digital image retrieved from a printed
image on physical media and that has been encoded by
a common steganography process, does not preserve
the hidden information, which has been totally or largely
destroyed.
[0014] Additionally, it is important to note that although
the capture of the image printed or displayed on a screen
can be handled by any vision device, it is of particular
interest that this capture can be undertaken by ubiquitous
mobile devices, especially personal cell phones like
smartphones, as the integrity of ID-MRTD documents
can thus be verified by law enforcement agents or even
citizens at any time, and not only through portals or fixed
devices.
[0015] The fact that the solution can be effectively used
by ubiquitous mobile devices raises two additional chal-
lenges for the technical problem to be solved. On the one
hand, the mathematical and formal mechanisms for solv-
ing the problem must be based on algorithms whose com-
putational cost is affordable on mobile devices, producing
a decision judgment on the integrity of a document in an
acceptable timeframe, preferably less than one second,
but acceptable up to a few seconds. On the other hand,
for the practical application of a technology that proposes
to solve the problems of the state of the art to be effective,
it is necessary that the document integrity validation can
be performed in a mode disconnected from a communi-
cation network, meaning in an offline mode and without
necessarily having to resort to remote central systems,
avoiding the service being unavailable due to lack of con-
nectivity or connectivity that is compromised from a se-
curity standpoint
[0016] In any case, the contextualization of problems
at the state of the art does not imply that there are no
situations where the connection mode with a communi-
cation network is preferred, i.e., online mode, when the
mobile device communicates with the remote central sys-
tem.
[0017] In short, it is convenient for the technology to
allow an Integrity Validation of security documents in of-
fline and online modes, whose effective architecture is
designed in function of the specific and material circum-
stances for which it is intended; it is also convenient that
the system complies with all application security require-
ments that prevent the system from being hacked, re-
gardless of the mode adopted, whether offline or online.
[0018] Thus, this invention is intended to solve the
problem of encoding an image using steganography that
is resistant to physical medium alterations or lossy phys-

ical transmission. For linguistic convenience, these
methods may be referred to in the English language as
printer-proof steganography, or the printer-proof stega-
nography method.

SOLUTION TO PROBLEMS

[0019] This invention is intended to solve problems at
the state of the art through using adversarial generative
network technology to generate encoded images that can
be inserted into the security documents with hidden se-
cret information, with minimal changes to the original im-
ages, while maintaining either system capacity to decode
the hidden information after transmission to a physical
medium, or the perceptive ability of human beings or au-
tomatic systems to recognize images in the security doc-
uments.
[0020] Also known as GANs in English, generative ad-
versarial networks are neural networks whose architec-
ture is based on two adversarial subnets, as in game
theory: the generative network and the discriminative net-
work. The purpose of the generative network is to create
examples of images, namely artificial images, which re-
semble a type or style of initial images. In contrast, the
discriminative network is designed to distinguish real im-
ages from artificially generated images. Thus, for the ad-
versarial generative network to be able to generate highly
realistic artificial images, it is thus necessary, as with any
machine learning system, to train the network with a large
number of examples. This architecture is then trained
through a set of input images, a dataset in English, in
such a way that the network parameters and weights are
adjusted until the generative network is able to generate
artificial images that the discriminative network cannot
distinguish. At the end of the training phase, the adver-
sarial generator generative network is then able to gen-
erate highly realistic artificial images that are easily per-
ceived as real images by human beings.
[0021] For encoded image generation, the generative
network is endowed with both encoding and decoding
capabilities, in order to test the generative network’s abil-
ity to create images with secret messages, whose infor-
mation can later be successfully decoded.
[0022] Thus, a relevant technical contribution provided
by this invention is related to the fact that the encoding
system for a security document with a printer-proof steg-
anography-encoded image (1) and the decoding and in-
tegrity validation system for a security document with a
printer-proof steganography-encoded image (2) are
trained to maintain the decoding resistance of the encod-
ed information, in the presence of a very high number of
physical and digital factors, such as distortion, error and
loss of information. To this end, a training subsystem that
includes a generative adversarial neural network (3) is
included, which encompasses a generator generative
adversarial neural network (6) and a discriminative gen-
erative adversarial neural network (7). Additionally, the
generator generative adversarial neural network (6) com-
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prises a physical transmission noise simulation module
(18) in the encoding system (1) that will add noise to the
input images during the neural networks training process,
with training performed to generate and identify the con-
cealed information under these conditions.

ADVANTAGEOUS EFFECTS OF THE INVENTION

[0023] This invention presents ample versatility in the
security document technical field, and may be used to
be encoded and conceal information in a captured image,
for example, a portrait of a person, whereby capturing
the image encompasses a photograph, a photogram (a
frame), a video, or correlated elements, subsequently
printing out the encoded image on physical or electronic
media, in order to produce a security document with a
printer-proof steganography-encoded image (21).
[0024] This invention applies to image encoding in gen-
eral, and is particularly useful for concealing a secret
message in facial images, also called portraits, in the
context of security documents with printer-proof stega-
nography-encoded images (21) classified as civil identi-
fication documents and machine-readable travel docu-
ments (ID-MRTD). In this sense, such documents may
be national identity cards or passports, among other doc-
uments. However, this invention is not limited to physical
documents, but also includes digital documents or any
personal identity model that uses facial biometrics as a
security element for identity verification (1-to-1), and
identification for personal authentication (1-to-many).
[0025] An important aspect of this invention refers to
the overall purpose, which continues throughout the neu-
ral networks training phase, keeping the perception of
the encoded image unchanged or with minimal, almost
imperceptible, alterations in relation to the original image
of a face, for example. Effectively, images encoded in
compliance with this invention retain almost the same
perceptual properties as the original images, with the
process being optimized so that this alteration is as minor
as possible, in order not to alter the facial recognition
capacity of verification (1-to-1) and facial identification
(1-to-many) systems. This feature is one of the main ad-
vantages of this invention, compared to what is known
at the state of the art.
[0026] This invention also presents several advantag-
es over the StegaStamp method, which will be mentioned
on some occasions throughout the detailed description.
A first advantage of this invention is related to its suita-
bility for processing small images with the sizes specified
for ID-MRTD document images. As will be seen later, in
order to provide this function, image resizing noise is sim-
ulated, whereas StegaStamp functions acceptably only
with larger image sizes, preventing its use with ID-MRTD
documents. A second advantage of this invention is re-
lated to its suitability for images with overlapping trans-
lucent layers and holograms or other elements. In this
sense, noise is simulated related to capturing images of
faces (or others), with personalization performed under

security layers that may be translucent, but cause distor-
tion in the captured image. On the other hand, StegaS-
tamp does not have this noise simulation, so it does not
resist this strong distortion of the image to be validated.
A third advantage of this invention is related to the pres-
ervation of the perception properties of a human face, by
either human beings or automatic face recognition sys-
tems, with minimal changes to the facial structure, where-
as StegaStamp alters human faces considerably, caus-
ing distortions that prevent its application to ID-MTD doc-
uments.

BRIEF DESCRIPTION OF DRAWINGS

[0027] In order to foster an understanding of the prin-
ciples related to the embodiments according to the em-
bodiments of this invention, reference will be made to the
embodiments illustrated in the Figures and the language
used to describe them. In any case, it must be understood
that there is no intention of limiting the scope of this in-
vention to the content of the Figures. Any subsequent
changes or modifications to the inventive characteristics
illustrated herein and any further applications of the prin-
ciples and embodiments of the illustrated invention that
would normally occur to a person versed in the art in
possession of this description, are considered to fall with-
in the scope of the claimed invention.

Figure 1 - illustrates an embodiment of the encoding
system for a security document with a printer-proof
steganography-encoded image;
Figure 2 - illustrates an embodiment of the training
subsystem that includes a generator generative ad-
versarial neural network;
Figure 3 - illustrates an embodiment of the decoding
and integrity validation system for a security docu-
ment with a printer-proof steganography-encoded
image.

DESCRIPTION OF EMBODIMENTS

[0028] In a first aspect, this invention addresses an en-
coding system for a security document with a printer-
proof steganography-encoded image (1) comprising:

a binary error correction and redundancy introduc-
tion encoding module (9) that is configured to convert
a secret message (8) into a binary message to be
encoded (10); and
a first facial detection alignment, cropping, and re-
sizing module (12) that is configured to process and
select a partial image to be encoded (13) from an
entire image to be encoded (11); and
an encoding module (14) that is configured to encode
the binary message to be encoded (10) into the par-
tial image to be encoded (13), resulting in an encod-
ed partial image (15); and
an image integration module (16) that is configured
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to integrate the encoded partial image (15) into the
entire image to be encoded (11), resulting in an en-
coded entire image (17);
wherein the encoding system for a security docu-
ment with a printer-proof steganography-encoded
image (1) is trained by a training subsystem that in-
cludes a generative adversarial neural network (3).

[0029] In a second aspect, this invention addresses a
decoding and integrity validation system for a security
document with a printer-proof steganography-encoded
image (2) comprising:

a decoding subsystem (4) that includes a second
facial detection, alignment, cropping and resizing
module (27), a decoding module (29) and a binary
error correction module with redundancy (31); and
an integrity validation subsystem (5) that includes a
decoded message validation module (33) and a se-
curity document validity integration module (36);

wherein the second facial detection, alignment, crop-
ping and resizing module (27) is configured to proc-
ess and select a partial image to be validated (28)
from an entire image to be validated (26);
wherein the decoding module (29) is configured to
decode the partial image to be validated (28), result-
ing in a binary message to be validated (30);
wherein the binary error correction module with re-
dundancy (31) is configured to convert the binary
message to be validated (30) into a decoded mes-
sage to be validated (32); wherein the decoded mes-
sage validation module (33) is configured to analyze
whether the decoded message to be validated (32)
is correct and conclusive;
wherein the security document validity integration
module (36) is configured to analyze whether a cor-
rect secret message (34) confers authenticity on the
security document to be validated (22).

[0030] In a third aspect, this invention addresses a
computer-implemented method for encoding a security
document with a printer-proof steganography-encoded
image, comprising the following steps:

(a) conversion of a secret message (8) into a binary
message to be encoded (10) through a binary error
correction and redundancy introduction encoding
module (9);
b) Processing and selection of a partial image to be
encoded (13) from an entire image to be encoded
(11) through a first facial detection alignment, crop-
ping, and resizing module (12);
c) Encoding the binary message to be encoded (10)
into the partial image to be encoded (13) through an
encoding module (14), resulting in an encoded par-
tial image (15);
d) Integration of the encoded partial image (15) into

the entire image to be encoded (11) through an im-
age integration module (16), resulting in an encoded
entire image (17);
wherein the binary error correction and redundancy
introduction encoding module (9), the first facial de-
tection alignment, cropping, and resizing module
(12), the encoding module (14) and the image inte-
gration module (16) are embodied in an encoding
system for a security document with a printer-proof
steganography-encoded image (1);

wherein the encoding system for a security document
with a printer-proof steganography-encoded image (1) is
to be trained through a training subsystem that includes
a generative adversarial neural network (3).
[0031] In a fourth aspect, this invention addresses a
computer-implemented method for the decoding and in-
tegrity validation of a security document with a printer-
proof steganography-encoded image, comprising the fol-
lowing steps:

(a) Processing and selection of an entire image to
be validated (26) through a second facial detection,
alignment, cropping and resizing module (27), re-
sulting in a partial image to be validated (28);
b) Decoding of the partial image to be validated (28)
through a decoding module (29), resulting in a binary
message to be validated (30);
c) Conversion of the binary message to be validated
(30) into a decoded message to be validated (32)
through a binary error correction module with redun-
dancy (31);
(d) Analysis of the decoded message to be validated
(32) by a decoded message validation module (33),
resulting in the decision on whether the decoded
message to be validated (32) is a correct secret mes-
sage (34) or an incorrect secret message (35);
e) Analysis of the correct secret message (34) by a
security document validity integration module (36),
resulting in the decision on whether the security doc-
ument to be validated (22) is genuine.

[0032] In a fifth aspect, this invention addresses a se-
curity document with a printer-proof steganography-en-
coded image (21), comprising at least one encoded entire
image (17) physically transmitted on a physical support
or on a electronic support and being prepared through
the method defined according to the third aspect of the
invention.
[0033] In a sixth aspect, this invention addresses a
computing device comprising a means adapted to exe-
cute the steps of the method defined in accordance with
the third aspect of the invention.
[0034] In a seventh aspect, this invention addresses a
computing device comprising a means adapted to exe-
cute the steps of the method defined in accordance with
the fourth aspect of the invention.
[0035] In an eighth aspect, this invention addresses a
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computer program comprising instructions which, when
the computer program is executed by a computing de-
vice, as defined in the sixth aspect of the invention, cause
the computing device to execute the steps of the method
defined in the third aspect of the invention.
[0036] In a ninth aspect, this invention addresses a
computer program comprising instructions which, when
the computer program is executed by a computing de-
vice, as defined in the seventh aspect of the invention,
cause the computing device to execute the steps of the
method defined in the fourth aspect of the invention.
[0037] In a tenth aspect, this invention addresses a
computer-readable data carrier having stored thereon
the computer program, as defined in the eighth aspect
of the invention.
[0038] In an eleventh aspect, this invention addresses
a computer-readable data carrier having stored thereon
the computer program, as defined in the ninth aspect of
the invention.

Encoding system for a security document with a printer-
proof steganography-encoded image

[0039] From the standpoint of the encoding system for
a security document with a printer-proof steganography-
encoded image (1), it is possible to distinguish two phas-
es of application for the technology encompassed by this
invention: a training phase and a test phase. As in any
machine learning system, the training phase precedes
the test phase and is aimed at tuning the parameters of
the test network using relatively large datasets, wherein
the amount of training data required depends on the
number of parameters and complexity of the networks to
be trained.
[0040] After the training phase, the encoding system
for a security document with a printer-proof steganogra-
phy-encoded image (1) and the decoding and integrity
validation system for a security document with a printer-
proof steganography-encoded image (2) become oper-
ational in the testing phase. In terms of quality control,
the role of the decoding and integrity validation system
for a security document with a printer-proof steganogra-
phy-encoded image (2) should also be highlighted, be-
cause after the production of a security document with a
printer-proof steganography-encoded image (21), qual-
ity control is carried out based on the decoding steps, in
order to ensure that the produced security document can
in the future be effectively authenticated according to the
method and decoding system of this invention. These
encoding and decoding systems also use facial detection
image alignment, and cropping modules, and binary error
correction and redundancy introduction modules.
[0041] Figure 1 illustrates an embodiment of the en-
coding system for a security document with a printer-
proof steganography-encoded image. In functional terms
for an encoding system for a security document with a
printer-proof steganography-encoded image (1), there is
initially the input of an entire image to be encoded (11),

for example, a facial image, and a secret message (8).
In this invention model, the hidden information will be
located in a specific part of the entire image to be encoded
(11). The desired part of the entire image to be encoded
(11) is then detected and cropped by a first facial detec-
tion alignment, cropping, and resizing module (12) that
uses, for example, the BlazeFace models described in
Valentin Bazarevsky, Yury Kartynnik, Andrey Vakunov,
Karthik Raveendran, and Matthias Grundmann. Blaze-
face: Sub-Millisecond Neural Face Detection on Mobile
GPUs. arXiv Preprint arXiv: 1907.05047, 2019) or
FaceNet, resulting in a partial image to be encoded (13).
The first facial detection alignment, cropping, and resiz-
ing module (12) has the functionality of standardizing the
sizes of the processed images to a certain size, compat-
ible with the specifications required by the subsequent
module. In the preferred embodiments of this invention,
a first image pre-processing module (48) is inserted be-
fore the first facial detection alignment, cropping, and re-
sizing module (12), to compensate the images in terms
of lighting, for example, or in terms of color, size, struc-
ture, aspect ratio or some distortions (radial or other-
wise).
[0042] In parallel, as shown in Figure 1, the secret mes-
sage (8) is encoded by a binary error correction and re-
dundancy introduction encoding module (9), using, for
example, the Reed-Solomon algorithms, described in
Daniel Bleichenbacher, Aggelos Kiayias, and Moti Yung.
Decoding of Interleaved Reed Solomon Codes Over
Noisy Data. pages 97-108, 2003; and in Stephen B Wick-
er and Vijay K Bhargava. An Introduction to Reed-Solo-
mon Codes. Reed-Solomon Codes and their Applica-
tions, pages 1-16, 1994; or Bose-Chaudhuri-Hocqueng-
hem (BCH), described in George Forney. On decoding
BCH codes. IEEE Transactions on Information Theory,
11 (4):549-557, 1965. The introduction of redundancy in
the information is vital for enhancing the success rate of
the decoding method, performed by the decoding and
integrity validation system for a security document with
a printer-proof steganography-encoded image (2).
[0043] Next, encoding the binary message to be en-
coded (10) into the partial image to be encoded (13) is
performed using an encoding module (14), resulting in
an encoded partial image (15) with a hidden secret mes-
sage. The subsequent step involves the integration of
the encoded partial image (15) into the entire image to
be encoded (11) through an image integration module
(16), resulting in an encoded entire image (17). This in-
tegration can be handled, for example, through substi-
tuting the original portion of the entire image by the por-
tion of the encoded partial image.
[0044] As shown in Figure 1, in the preferred embod-
iments of this invention, the encoding system for a secu-
rity document with a printer-proof steganography-encod-
ed image (1) comprises a physical transmission module
for an entire encoded image in a security document (20)
to a security document with a printer-proof steganogra-
phy-encoded image (21). Therefore, the computer-im-
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plemented method for encoding a security document with
a printer-proof steganography-encoded image includes
a subsequent additional step, which includes the physical
transmission of the encoded entire image (17) to a se-
curity document with a printer-proof steganography-en-
coded image (21), with this step performed by the phys-
ical transmission module for an encoded entire image
(20).
[0045] The first facial detection alignment, cropping,
and resizing module (12) contributes to a robust docu-
ment image verification process by concealing a secret
message in the face image or portrait. Thus, a face de-
tection model is needed to initially identify the portion of
the image where the person’s face is present, then se-
lecting the region of interest on the face in order to dis-
cover the part of the face where the secret message is
hidden. It is important to note that the face detection mod-
el must reveal exactly the part of the face with the en-
coded information. For this purpose, this invention ap-
plies any method at the state of the art, particularly cas-
cade classifiers such as HAAR or LBP, BlazeFace, Mo-
bileNets V2, Float 32, MobileNets V2 int8, SSD int8 MTC-
NN, CASCATA LBP (OpenCV) or PRnet.
[0046] OpenCV is an example of a publicly open ap-
plication that has a significant set of tools to detect faces
and special features in images.
[0047] Exhaustive tests lead to the conclusion that face
detection methods based on deep learning are more suit-
able, together with the need to consider that the main
focus for using these systems is on mobile devices. It is
thus important to take into account the computational ca-
pacity required by the methods. Thus, the BlazeFace and
Mobilenet V1/V2 methods are significantly faster and
more accurate deep learning architectures for modern
mobile devices.
[0048] Furthermore, the PRnet method provides a
complete solution for face detection and face pose anal-
ysis that increases detection accuracy under varying pos-
es and occlusions. With no loss of generality, in the pre-
ferred embodiments of this invention, PRnet is the best
performing method for the purpose of this invention. In
any case, any facial detection alignment and cropping
module developed in the future with more sophisticated
methods, may be used within the scope of this invention.
[0049] The binary error correction and redundancy in-
troduction encoding module (9) encodes a message by
using the BCH or Reed-Solomon methods, for example,
with the additional function of enhanced stability and
greater decoding accuracy. This module will allow the
decoding module (29) to detect and correct, when pos-
sible, errors in the message from the redundancy of the
information presented to the encoding module (14). Con-
sequently, the ratio of images that can be successfully
decoded increases dramatically. Although the exact
choice of error correction and redundancy methods is
not encompassed by this invention, we believe that the
most suitable methods currently known at the state of
the art are BCH codes and Reed-Solomon codes.

[0050] The encoding module (14) is the core of the
encoding system for a security document with a printer-
proof steganography-encoded image (1). The main pur-
pose of the encoding module (14) is to generate a realistic
image that optimizes two competing goals: on the one
hand, the ability of the decoding module (29) to extract
the secret message from the encoded image and, on the
other, the preservation of the image structure and per-
ception properties of the image by human beings and
automatic image recognition systems.
[0051] The architecture of the encoding system for a
security document with a printer-proof steganography-
encoded image (1) is based on the well-known U-shaped
network structure, also called UNets, with the removal of
the pooling layers to maintain the information in the secret
messages, which may be lost during the training phase.
So, for example, the encoding system for a security doc-
ument with a printer-proof steganography-encoded im-
age (1) receives an aligned face image as input, with a
secret message (8), generating an encoded image of
substantially the same size. It should be noted that, for
the purpose of training the encoding network, the training
secret message is random. Preferably, the secret binary
message can be transformed to match the size of the
encoder input.
[0052] As the encoding module (14) has no pooling
layers, the architecture must be designed carefully, man-
ually matching convolution parameters in order to avoid
layer binding errors.
[0053] In the preferred embodiments of this invention,
the entire image to be encoded (11) is a facial portrait,
and the security document with a printer-proof steganog-
raphy-encoded image (21) is selected from the group
consisting of a personal identification document and a
personal machine-readable travel document.
[0054] Preferably, the computer-implemented method
for encoding a security document with a printer-proof
steganography-encoded image, in compliance with the
third aspect of the invention, is handled by encoding sys-
tem for a security document with a printer-proof stega-
nography-encoded image (1), as defined in the first as-
pect of this invention.

Training subsystem including a generative adversarial 
neural network

[0055] In the preferred embodiments of the encoding
system for a security document with a printer-proof steg-
anography-encoded image (1), the encoding system for
a security document with a printer-proof steganography-
encoded image (1) is trained by a training subsystem that
includes a generative adversarial neural network (3) that
it comprises a generator generative adversarial neural
network (6) and a discriminative generative adversarial
neural network (7). The generator generative adversarial
neural network (6) and discriminative generative adver-
sarial neural network (7) run throughout the training
phase, in order to hide and read secret messages in im-
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ages, such as facial images. On the other hand, several
noise simulation layers are added between the encoding
and decoding modules, in order to create realistic images
during training, with particular emphasis on noises that
simulate the transmission by physical means, such as
printing or transmission to a screen.
[0056] A physical transmission noise simulation mod-
ule (18) is inserted into the generator generative adver-
sarial neural network (6) for the purpose of simulating
noise that occurs during physical transmission of an en-
coded image, namely printing or displaying on a screen,
and the subsequent image capture by digital or analog
cameras with subsequent digitization. Thus, various
types of noise are applied to the training images (40),
resulting in training images with simulated noise (19),
whereby iterative training contributes to the robustness
of the method for verifying the authenticity of a security
document to be validated in the test phase of processing
by the decoding and integrity validation system for a se-
curity document with a printer-proof steganography-en-
coded image (2).
[0057] The methods constituting the state of the art in
the field of noise simulation are the HiDDeN methods,
described in: ZHU, Jiren, et al. HiDDen: Hiding Data with
Deep Networks. In: Proceedings of the European Con-
ference on Computer Vision (ECCV). 2018. pp. 657-672;
and StegaStamp, described in: Matthew Tancik, Ben
Mildenhall, Ren Ng Invisible Hyperlinks in Physical Pho-
tographs; Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR), 2020,
pp. 2117-2126. The encoding system for a security doc-
ument with a printer-proof steganography-encoded im-
age (1) addressed by this invention encompasses a set
of the same noises as those applied by these methods,
such as geometric distortion, including perspective dis-
tortion; optical and motion blur; camera noise; color ma-
nipulation and image compression in the JPEG format,
for example. Perspective distortion may be simulated by
random homography that simulates the effect of the cam-
era not being precisely aligned with the plane of the en-
coded image. Optical blur and motion blur can result from
camera movement and inaccurate autofocus, which is
very common in mobile devices. To simulate motion blur,
a linear blur core is used, with a random angle and width
between 3 and 7 pixels. The camera noise, which in-
cludes photonic noise, dark noise and camera system
shot noise, are well described and documented by the
above-mentioned works constituting the state of the art.
Color manipulation, which is a noise that results both
from printers and displays, has a limited range compared
to the full RGB color range and includes changes in to-
nality, saturation, brightness and contrast. This invention
also encompasses noise related to image compression,
for example, in the JPEG format, which affects the image
when it is stored in a lossy format, such as JPEG.
[0058] With regard to physical transmission noise in
the context of ID-MRTD documents, this invention also
addresses overlay noise due to translucent overlay ma-

terial, which is pertinent when a transparent or translu-
cent hologram or other layered material is placed over
security document images, causing image perception
degradation, such as in a facial image. Facial images are
customized in security documents in layers below layers
above them, as these documents are constructed in lay-
ers, some with security elements, as is the case with
transparent holograms. Thus, the image captured of a
face in such a document always has part of the image
obstructed by semi-transparent or translucent elements.
[0059] All these noises are suitable for integration be-
tween the generator generative adversarial neural net-
work (6) and the discriminative generative adversarial
neural network (7) in the training phase, particularly for
introducing noise between the training encoding module
(41) and the training decoding module (42) in the gener-
ator generative adversarial neural network (6). All added
noise components have scaled r parameters that govern
the intensity of the distortion, for network training purpos-
es.
[0060] However, these noise components in the
above-mentioned state-of-the-art models are not suffi-
cient to meet one of the main objectives of the problem
to be solved by this invention, namely the need to keep
the facial structure of the encoded image unchanged, or
with minimal and almost unnoticeable changes; in other
words, keeping the facial perception capabilities of the
image by a human being or by a facial recognition system
almost unchanged, either by verification (1-to-1) or by
identification (1-to-many). To this end, a captured image
resizing module (25) is inserted into the generator gen-
erative adversarial neural network (6), whereby the cap-
tured image resizing module (25) introduces noise by
resizing facial images to smaller images, which conse-
quently drastically reduces the resolution of the face im-
age and therefore allows the network to be trained so
that decoding is possible on smaller face images.
[0061] The captured image resizing module (25) con-
tributes to the decoding and integrity validation system
for a security document with a printer-proof steganogra-
phy-encoded image (2) being able to read a message
from a small face image printed on documents. Image
size is a key issue for this invention, as smaller facial
image size, for example, makes it harder to successfully
encode and decode a secret message. Although there
are ID-MRTD documents with numerous facial image siz-
es, the state of the art is defined by a few of the most
influential international institutions and is generally gov-
erned by effective or de facto international standards.
Some of the most important documents for different im-
age sizes are the ICAO 9303 document and the ISO IEC
19794:5 international standard.
[0062] Although there is no specific size for which it is
pertinent to solve the problem addressed by this inven-
tion, practice indicates that images in security documents
to be validated (22) usually have a width in a range of
about 2 centimeters to about 4 centimeters.
[0063] Consequently, an additional technical contribu-
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tion presented by this invention relates to the inclusion
of a captured image resizing module (25), whose purpose
is to resize inputted encoded images to sizes appropriate
for ID-MRTD documents. This image transformation con-
stitutes an additional noise level, whereby training sub-
stantially improves the ability of the decoding module (29)
to successfully retrieve secret messages from smaller
portraits.
[0064] Still regarding the discriminative generative ad-
versarial neural network (7) that includes the loss function
calculation module (45), this consists of a set of compo-
nents that allow optimizing the parameters of the various
networks during training, using standard loss compo-
nents for this type of networks and, additionally, a loss
function whose effect is to preserve the appearance of
the encoded image during training.
[0065] The discriminative generative adversarial neu-
ral network (7) includes a facial detection, alignment and
cropping training module (44) a CNN and a Simple Dense
Layer, which is a Fast Forward Network. The facial de-
tection, alignment and cropping training module (44) re-
ceives the encoded image and crops the appropriate por-
tion for input into the loss function calculation module
(45).
[0066] In the preferred embodiments, a discriminative
generative adversarial neural network (7) is comprised
of a Learning Perceptual Image Patch Similarity (LPI-
PLS) perceptual loss function and a critical loss function
for encoded images, a dense layer and a binary cross
entropy loss function for decoded messages and a face
embedding component. The LPIPLS perceptual loss
function is described in: Zhang, R., Isola, P., Efros, A. A.,
Shechtman, E, & Wang, O. (2018). The Unreasonable
Effectiveness of Deep Features as a Perceptual Metric.
In Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition (pp. 586-595).
[0067] In the preferred embodiments, the loss function
calculation module (45) includes the LPIPLS perceptual
loss function and the face embedding component.
[0068] With regard to the LPIPLS perceptual loss func-
tion, its effectiveness has been demonstrated in models
at the state of the art, such as in the StegaStamp model.
In this invention, it is less used as a perceptual loss func-
tion.
[0069] For the face embedding component, as one of
the main purposes of the method addressed by this in-
vention is to preserve the facial structure and its high-
level representation, the loss function was modified to
include the similarity function that is estimated by the
FaceNet model output. The FaceNet model uses the In-
ception Resnet V1 architecture that was trained with the
VGG2 dataset, and is described in: Florian Schroff, Dmit-
ry Kalenichenko, James Philbin; FaceNet: A Unified Em-
bedding for Face Recognition and Clustering; Proceed-
ings of the IEEE Conference on Computer Vision and
Pattern Recognition (CVPR), 2015, pp. 815-823. This
model receives a 160x160 pixel RGB face image and
provides output consisting of a face feature vector with

128 day mentions. The Euclidean distance between the
two feature sets expresses the dissimilarity between the
two source images. The model in this invention thus cal-
culates the Euclidean distance to minimize the facial
characteristics between the original and encoded images
during the training process.
[0070] Other loss terms are added to both the partic-
ularly preferred loss function terms, namely the LPIPLS
perceptual loss function and the face embedding com-
ponent, which are used in the above-mentioned models
constituting the state of the art, specifically the StegaS-
tamp and HiDDen models.
[0071] The loss function calculation module (45) thus
includes at least one of the following components: LPIPS
perceptual loss function - L P; FaceNet loss function -
L_F, which refers to an arbitrary biometric recognition
system that measures the proximity of two face templates
by Euclidean distance; Wasserstein loss function - L_W,
which is used as a perceptual loss for the encoder/de-
coder pipeline; residual regularization loss function - L_R;
and cross entropy loss function - L _B, which trains the
decoder network to retrieve the message.
[0072] Thus, the training phase comprises the main
modules of the encoding system for a security document
with a printer-proof steganography-encoded image (1)
and the decoding and integrity validation system for a
security document with a printer-proof steganography-
encoded image (2), and will allow the parameter tuning
for the encoding and decoding modules used in the test-
ing phase.
[0073] In the particularly preferred embodiments of this
invention, when running the training subsystem that in-
cludes a generative adversarial neural network (3), the
overall loss function is then the weighted sum of five loss
terms, i.e., given by the equation (Loss = F∗L_F + P∗L_P
+ W∗L_W + R∗L_R + B∗L_B), where F, P, W, R and B
are the scalar weights of the components of the loss func-
tion. In the initial training phase, F, P, W and R are initially
set to zero and B is set to the value 0.01, until the decoder
achieves high accuracy with these weights. In experi-
ments performed with this invention, it usually takes
about 500 to about 700 steps to achieve high accuracy.
After high accuracy is achieved, these weights can be
increased linearly with each step. With this, it is possible
to slowly improve the effectiveness of the overall loss
function by increasing these scalar coefficients.
[0074] As shown in Figure 2, in order to represent the
preferred embodiments of the invention during the train-
ing phase, the generator generative adversarial neural
network (6) is configured to process a training secret
message (39) and a training image (40) through a training
encoding module (41), a physical transmission noise sim-
ulation module (18), a captured image resizing module
(25) and a training decoding module (42), resulting in an
artificial image with a training encoded message (43).
Then and in parallel, the discriminative generative adver-
sarial neural network (7) is configured to process the ar-
tificial image with a training encoded message (43)
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through a facial detection, alignment and cropping train-
ing module (44) and a loss function calculation module
(45), resulting in a retrieved secret message (46); where-
in training is performed through a plurality of steps for
processing training secret messages (39) and training
images (40) and the generation of retrieved secret mes-
sages (46), whereby the generator generative adversar-
ial neural network (6) training process takes place
through an error propagation process, calculated by a
loss function calculation module (45), and an adjustment
process for the generative network parameters per-
formed by a generative network parameters adjustment
module (47), namely the operating parameters for the
training encoding module (41) and the training decoding
module (42).
[0075] In the transition from the training phase by the
generative adversarial neural network to the test phase
of the encoding system for a security document with a
printer-proof steganography-encoded image (1) and the
decoding and integrity validation system for a security
document with a printer-proof steganography-encoded
image (2), the encoding module (14) is based on the train-
ing encoding module (41); the decoding module (29) is
based on the training decoding module (42); and the first
facial detection alignment, cropping, and resizing module
(12) and the second facial detection, alignment, cropping
and resizing module (27) are based on the facial detec-
tion, alignment and cropping training module (44). In the
particularly preferred embodiments, the first facial detec-
tion, alignment, cropping, and resizing module (12) and
the second facial detection, alignment, cropping and re-
sizing module (27) can be essentially the same run mod-
ule.

Decoding and integrity validation system for a security 
document with a printer-proof steganography-encoded 
image

[0076] In order to verify that a security document to be
validated (22) is genuine and, as shown in Figure 3, a
decoding and integrity validation system for a security
document with a printer-proof steganography-encoded
image (2) operates through an initial step of processing
and selection of an entire image to be validated (26) by
a second facial detection, alignment, cropping and resiz-
ing module (27), resulting in a partial image to be vali-
dated (28). The second facial detection, alignment, crop-
ping and resizing module (27) is responsible, for exam-
ple, for detecting the main face in an entire image to be
validated (26) and subsequently detects the encoded
part of the face image. Additionally, the second facial
detection, alignment, cropping and resizing module (27)
has the function of standardizing the sizes of the proc-
essed images to a certain size, compatible with the spec-
ifications established by the subsequent module.
[0077] As shown in Figure 3, in the preferred embod-
iments of this invention, a second image pre-processing
module (49) is inserted before the second facial detec-

tion, alignment, cropping and resizing module (27) in or-
der to compensate the images in terms of lighting, for
example, or in terms of color, size, structure, aspect ratio
or some distortions (radial or otherwise).
[0078] In other preferred embodiments of the inven-
tion, the captured entire image to be validated (24) is
obtained from the capture of a security image included
in the security document to be validated (22) through a
digital capture module of an entire image included in at
least one security document to be validated (23) that is
embedded in a digital camera or forms part of the inte-
gration between an analog camera whose image is then
digitized by a digitization device configured for this pur-
pose. Even more preferably, the captured entire image
to be validated (24) may be a facial portrait and the se-
curity document to be validated (22) should be selected
from the group consisting of a personal identification doc-
ument and a personal machine-readable travel docu-
ment.
[0079] Thus, the second image pre-processing module
(49) may receive for processing either an entire image
to be validated (26), or a captured entire image to be
validated (24), considered as equivalent in the context
of this invention.
[0080] Returning to the illustration in Figure 3, the next
step includes decoding the partial image to be validated
(28) through a decoding module (29), resulting in a binary
message to be validated (30). The next step includes
converting the binary message to be validated (30) into
a decoded message to be validated (32), composed of
a number or string of characters, using a binary error
correction module with redundancy (31).
[0081] For the decoding module (29), a Convolutional
Neural Network (CNN) is used, together with a Special
Transformer Network (STN) preferably based on the Ste-
gaStamp and HiDDeN models. The STN network helps
isolate the appropriate region and normalize its scale,
which can simplify the task of decoding the information
hidden by steganography and lead to better performanc-
es. The network removes the spatially non-variant part
of the encoded image by applying a similar learned trans-
formation, followed by an interpolation operation. In the
preferred embodiments of the invention, the STN network
is placed before the CNN network.
[0082] Still in the context of Figure 3, after running
through the decoding subsystem (4), the document to be
validated is processed by the integrity validation subsys-
tem (5), wherein a first step of analysis of the decoded
message to be validated (32) is performed by a decoded
message validation module (33), resulting in a decision
on whether the decoded message to be validated (32) is
a correct secret message (34) or an incorrect secret mes-
sage (35).
[0083] This step is performed through validation algo-
rithms, usually a hash function or a verification algorithm
using a checksum. At the end of this module, the integrity
validation subsystem (5) outputs the retrieval of a correct
secret message (34) or the information that the decoding
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was inconclusive, in order to retrieve an incorrect secret
message (35). Next, the correct secret message (34) is
analyzed by the security document integrity validation
module (36), leading to the decision on whether the se-
curity document to be validated (22) is genuine.
[0084] In the particularly preferred embodiments of this
invention, the decoding and integrity validation system
for a security document with a printer-proof steganogra-
phy-encoded image (2) features a decoding module (29)
that includes at least a special transformation network
and at least a convolutional neural network.
[0085] In some embodiments of this invention, the de-
coding and integrity validation system for a security doc-
ument with a printer-proof steganography-encoded im-
age (2) is integrated with the encoding system for a se-
curity document with a printer-proof steganography-en-
coded image (1).
[0086] Preferably, the computer-implemented method
for the decoding and integrity validation of a security doc-
ument with a printer-proof steganography-encoded im-
age, according to the fourth aspect of the invention, is
performed by the decoding and integrity validation sys-
tem for a security document with a printer-proof stega-
nography-encoded image (2), according to the second
aspect of the invention.
[0087] The decoded message validation module (33)
is intended to analyze the information extracted or re-
trieved by the decoding module (29) from a partial image
to be validated (28), checking compliance with a set of
required validation rules. The decoded message to be
validated (32) enters the decoded message validation
module (33) after any errors in the decoding have been
corrected, using error correction methods, such as the
BCH or Reed-Solomon methods.
[0088] The decoded message validation module (33)
then applies a verification system to the decoded mes-
sage to be validated (32), producing a binary response
after the verification is completed: correct secret mes-
sage (34) or incorrect secret message (35). Although the
specific message validation method does not fall within
the scope of this invention, some of the main methods
suitable for this module include the use of a cryptography
hash function that, when applied to a part of the message,
generates information that should match the remaining
part of the message, transmitted simultaneously; or also
the use of verification digits, referred to as check digits
or checksums, which apply a set of calculations applied
to a part of the message and whose outcome should
match the remaining part of the message, transmitted
simultaneously.
[0089] Should the decoded message validation mod-
ule (33) produce an incorrect secret message (35), the
captured entire image to be validated (24) is rated as
inconclusive, as the message incorrectness might in this
case do to a transmission error, meaning that the physical
transmission caused a severe degradation in the image,
whereby it was not possible to retrieve the message com-
pletely.

[0090] On the other hand, should the decoded mes-
sage validation module (33) produce a correct secret
message (34), the retrieved message is made available
at the output of this module, for validation by the security
document validity integration module (36).
[0091] The security document validity integration mod-
ule (36) is intended to verify that the correct secret mes-
sage (34) is the expected secret message and ensures
the integrity of the security document, for example, an
ID-MRTD. It is usual, although not mandatory, that the
message is, or at least contains, the ID-MRTD document
number and possibly some other personal data of the
document holder. In these cases, the identity validation
process compares the retrieved and validated message
with the document number and the other information con-
tained in the secret message.
[0092] The resulting security document validity inte-
gration module (36) is a binary response on the integrity
of the document: a positive decision on security docu-
ment authenticity (37) or a negative decision on security
document authenticity (38). The security document is
considered genuine (valid) if the correct secret message
(34) is validated and equal to the expected message con-
structed by the validation system. In all other cases, the
document is considered not genuine (invalid).
[0093] In an alternative possibility of this invention, part
of the information needed for integrity decisions is stored
on a remote secure database. In these cases, the infor-
mation retrieved and validated from the correct secret
message (34), possibly supplemented by additional in-
formation contained in the document image or entered
directly into the validation equipment, which is used to
access a remote secure database where the decision
will be made. The information received by the remote
system and the information stored in that system and
unlocked will then be submitted to the security document
validity integration module (36), in order to make a deci-
sion on the integrity of the document. This binary decision
is sent back to the validation equipment.
[0094] For this remote alternative, the security docu-
ment integrity validation module (36) may produce an
inconclusive decision, in situations where it is not possi-
ble to connect to the remote system, or there may be
difficulties with connectivity and security.
[0095] As used in this description, the expressions
"about" and "approximately" refer to a range of values of
plus or minus 10% of the specified number.
[0096] As used throughout this patent application, the
term "or" is used in the inclusive sense rather than the
exclusive sense, unless the exclusive sense is clearly
defined in a specific situation. In this context, a phrase
such as "X uses A or B" should be interpreted as including
all relevant inclusive combinations, for example, "X uses
A", "X uses B" and "X uses A and B".
[0097] As used throughout this patent application, the
indefinite article "one" should generally be interpreted as
"one or more" in both its masculine (um) and feminine
(uma) forms in Portuguese, unless the singular meaning
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is clearly defined in a specific situation.
[0098] As presented in this description, example-relat-
ed terms should be interpreted for the purpose of illus-
trating an example of something, rather than for indicat-
ing a preference.
[0099] As used in this description, the expression "sub-
stantially" means that the actual value is within about
10% of the desired value, variable or related limit, par-
ticularly within about 5% of the desired value, variable or
related limit or particularly within about 1% of the desired
value, variable or related limit.
[0100] The subject matter described above is provided
as an illustration of this invention and should not be con-
strued in a manner that limits it. The terminology used
for the purpose of describing specific embodiments of
this invention should not be interpreted as limits on the
invention.
[0101] When used in the description, the definite and
indefinite articles, in their singular form, are intended to
be interpreted to include the plural forms as well, unless
the context of the description explicitly indicates other-
wise. It shall be understood that the terms "comprise"
and "include", when used in this description, specify the
presence of the related features, elements, components,
steps and operations, but do not exclude the possibility
of other features, elements, components, steps and op-
erations also being encompassed thereby.
[0102] All changes, provided that they do not modify
the essential characteristics of the following Claims, are
to be considered as falling within the scope of the pro-
tection sought for this invention.
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ing module

45. A loss function calculation module

46. A retrieved secret message

47. A generative network parameter adjustment
module

48. A first image preprocessing module

49. A second image preprocessing module

LIST OF CITATIONS

[0104]

Valentin Bazarevsky, Yury Kartynnik, Andrey Vaku-
nov, Karthik Raveendran, and Matthias Grundmann.
Blazeface: Sub-Millisecond Neural Face Detection
on Mobile GPUs. arXiv preprint arXiv: 1907.05047,
2019;
Daniel Bleichenbacher, Aggelos Kiayias, and Moti
Yung. Encoding of Interleaved Reed Solomon
Codes over Noisy Data. pages 97-108, 2003;
Stephen B Wicker and Vijay K Bhargava. An Intro-
duction to Reed-Solomon Codes. Reed-Solomon
Codes and Their Applications, pages 1-16, 1994;
George Forney. On Decoding BCH Codes. IEEE
Transactions on Information Theory, 11 (4):549-557,
1965;
ZHU, Jiren, et al. HiDDen: Hiding Data with Deep
Networks. In: Proceedings of the European Confer-
ence on Computer Vision (ECCV). 2018. p. 657-672;
Matthew Tancik, Ben Mildenhall, Ren Ng Invisible
Hyperlinks in Physical Photographs; Proceedings of
the IEEE/CVF Conference on Computer Vision and
Pattern Recognition (CVPR), 2020, pp. 2117-2126;

Zhang, R., Isola, P., Efros, A. A., Shechtman, E., &
Wang, O. (2018). The Unreasonable Effectiveness
of Deep Features as a Perceptual Metric. In Pro-
ceedings of the IEEE Conference on Computer Vi-
sion and Pattern Recognition (pp. 586-595);
Florian Schroff, Dmitry Kalenichenko, James
Philbin; FaceNet: A Unified Embedding for Face
Recognition and Clustering; Proceedings of the
IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), 2015, pp. 815-823.

Claims

1. An encoding system for a security document with a
printer-proof steganography-encoded image (1)
characterized in that it comprises:

a binary error correction and redundancy intro-
duction encoding module (9),
which is configured to convert a secret message
(8) into a binary message to be encoded (10);
and
a first facial detection, alignment, cropping, and
resizing module (12), which is configured to
process and select a partial image to be encod-
ed (13) from an entire image to be encoded (11);
and
a coding module (14), which is configured to en-
code the binary message to be encoded (10) in
the partial image to be encoded (13), resulting
in an encoded partial image (15); and
an image integration module (16), which is con-
figured to integrate an encoded partial image
(15) into the entire image to be encoded (11),
resulting in an encoded entire image (17);

wherein the encoding system for a security docu-
ment with a printer-proof steganography-encoded
image (1) is trained by a training subsystem that in-
cludes a generative adversarial neural network (3).

2. The encoding system for a security document with
a printer-proof steganography-encoded image (1),
according to the previous claim, characterized in
that it comprises a physical transmission module
(20) for an encoded entire image (17) for a security
document with a printer-proof steganography-en-
coded image (21).

3. The encoding system for a security document with
a printer-proof steganography-encoded image (1),
according to any one of the previous claims, char-
acterized in that the encoding system for a security
document with a printer-proof steganography-en-
coded image (1) is trained through a training sub-
system that includes a generative adversarial neural
network (3) that it comprises a generator generative
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adversarial neural network (6) and a discriminative
generative adversarial neural network (7).

4. The encoding system for a security document with
a printer-proof steganography-encoded image (1),
according to the previous claim, characterized in
that the generator generative adversarial neural net-
work (6) is configured to process a training secret
message (39) and a training image (40) through a
training encoding module (41), a physical transmis-
sion noise simulation module (18), a captured image
resizing module (25) and a training decoding module
(42), resulting in an artificial image with a training
encoded message (43); and the discriminative gen-
erative adversarial neural network (7) being config-
ured to process the artificial image with a training
encoded message (43) through a facial detection,
alignment and cropping training module (44) and a
loss function calculation module (45), resulting in a
retrieved secret message (46); wherein the training
is performed through a plurality of processing steps
for training secret messages (39) and training imag-
es (40), generating retrieved secret messages (46)
until the loss function calculation module (45) calcu-
lates the efficiency as satisfactory in the retrieval of
the secret message.

5. The encoding system for a security document with
a printer-proof steganography-encoded image (1),
according to any one of the previous claims, char-
acterized in that the entire image to be encoded
(11) is a facial portrait and the security document
with a printer-proof steganography-encoded image
(21) is selected from the group consisting of a per-
sonal identification document and a personal ma-
chine-readable travel document.

6. A decoding and integrity validation system for a se-
curity document with a printer-proof steganography-
encoded image (2) characterized in that it compris-
es:

a decoding subsystem (4), which includes the
second facial detection, alignment, cropping,
and resizing module (27), a decoding module
(29) and
a binary error correction module with redundan-
cy (31); and
an integrity validation subsystem (5), which in-
cludes the decoded message validation module
(33) and a security document integrity validation
module (36);
wherein the second facial detection, alignment,
cropping, and resizing module (27) is configured
for processing and selecting a partial image to
be validated (28) from an entire image to be val-
idated (26);
wherein the decoding module (29) is configured

for decoding a partial image to be validated (28),
resulting in a binary message to be validated
(30);
wherein the binary error correction module with
redundancy (31) is configured for converting the
binary message to be validated (30) in a decod-
ed message to be validated (32);
wherein the decoded message validation mod-
ule (33) is configured for analyzing whether the
decoded message to be validated (32) is correct
and conclusive;
wherein the security document integrity valida-
tion module (36) is configured for analyzing
whether a correct secret message (34) confers
authenticity on the security document to be val-
idated (22).

7. The decoding and integrity validation system for a
security document with a printer-proof steganogra-
phy-encoded image (2), according to the previous
claim, characterized in that the decoding module
(29) includes at least a special transformation net-
work and at least a convolutional neural network.

8. The decoding and integrity validation system for a
security document with a printer-proof steganogra-
phy-encoded image (2), according to any one of
claims 6 and 7, characterized in that it includes a
digital capture module for an entire image included
in a security document to be validated (23), which is
configured to capture a captured entire image to be
validated (24) from a security image included in the
security document to be validated (22).

9. The decoding and integrity validation system for a
security document with a printer-proof steganogra-
phy-encoded image (2), according to any one of
claims 6 to 8, characterized in that a captured entire
image to be validated (24) is a facial portrait and the
security document to be validated (22) to be selected
from the group consisting of a personal identification
document and a personal machine-readable travel
document.

10. The decoding and integrity validation system for a
security document with a printer-proof steganogra-
phy-encoded image (2), according to any one of
claims 6 to 9, characterized in that it is integrated
with the encoding system for a security document
with a printer-proof steganography-encoded image
(1), as defined in any one of Claims 1 to 5.

11. A computer-implemented method for encoding a se-
curity document with a printer-proof steganography-
encoded image characterized in that it comprises
the following steps:

a) Converting a secret message (8) in a binary
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message to be encoded (10) through a binary
error correction and redundancy introduction
encoding module (9);
b) Processing and selecting a partial image to
be encoded (13) from an entire image to be en-
coded (11) through a first facial detection, align-
ment, cropping, and resizing module (12);
c) Encoding the binary message to be encoded
(10) in the partial image to be encoded (13)
through an encoding module (14), resulting in
an encoded partial image (15);
d) Integrating the encoded partial image (15) into
the entire image to be encoded (11) through an
image integration module (16), resulting in an
encoded entire image (17);
wherein the binary error correction and redun-
dancy introduction encoding module (9), the first
facial detection, alignment, cropping, and resiz-
ing module (12), the encoding module (14) and
the image integration module (16) are embed-
ded in an encoding system for a security docu-
ment with a printer-proof steganography-encod-
ed image (1);
wherein the encoding system for a security doc-
ument with a printer-proof steganography-en-
coded image (1) is trained through a training
subsystem that includes a generative adversar-
ial neural network (3).

12. The computer-implemented method for encoding a
security document with a printer-proof steganogra-
phy-encoded image, according to claim 11, charac-
terized in that it includes a subsequent additional
step, which includes the physical transmission of the
encoded entire image (17) to a security document
with a printer-proof steganography-encoded image
(21), with this step performed by the physical trans-
mission module for an encoded entire image (20).

13. The computer-implemented method for encoding a
security document with a printer-proof steganogra-
phy-encoded image, according to any one of claims
11 to 12, characterized in that the encoding system
for a security document with a printer-proof stega-
nography-encoded image (1) is trained through a
training subsystem that includes a generative adver-
sarial neural network (3) that it comprises a gener-
ator generative adversarial neural network (6) and a
discriminative generative adversarial neural network
(7).

14. The computer-implemented method for encoding a
security document with a printer-proof steganogra-
phy-encoded image, according to any one of claims
11 to 13, characterized in that the training of the
encoding system for a security document with a print-
er-proof steganography-encoded image (1) is han-
dled by the generator generative adversarial neural

network (6) processing a training secret message
(39) and the training image (40) through the training
encoding module (41), the physical transmission
noise simulation module (18), the captured image
resizing module (25) and the training decoding mod-
ule (42), resulting in an artificial image with a training
encoded message (43); and the discriminative gen-
erative adversarial neural network (7) processing the
artificial image with the training encoded message
(43) through the facial detection, alignment and crop-
ping training module (44) and the loss function cal-
culation module (45), resulting in a retrieved secret
message (46); wherein the training is performed
through a plurality of processing steps for training
secret messages (39) and training images (40), gen-
erating retrieved secret messages (46) until the loss
function calculation module (45) calculates the effi-
ciency as satisfactory in the retrieval of the secret
message.

15. The computer-implemented method for encoding a
security document with a printer-proof steganogra-
phy-encoded image, according to any one of claims
11 to 14, characterized in that the entire image to
be encoded (11) is a facial portrait and the security
document with a printer-proof steganography-en-
coded image (21) is selected from the group consist-
ing of a personal identification document and a per-
sonal machine-readable travel document.

16. The computer-implemented method for encoding a
security document with a printer-proof steganogra-
phy-encoded image, according to any one of claims
11 to 15, characterized in that it is run by the en-
coding system for a security document with a printer-
proof steganography-encoded image (1), as defined
in any one of Claims 1 to 5.

17. A computer-implemented method for decoding and
integrity validation of a security document with a
printer-proof steganography-encoded image char-
acterized in that it comprises the following steps:

a) Processing and selecting an entire image to
be validated (26) through the second facial de-
tection, alignment, cropping, and resizing mod-
ule (27), resulting in a partial image to be vali-
dated (28);
b) Decoding the partial image to be validated
(28) through a decoding module (29), resulting
in a binary message to be validated (30);
c) Converting the binary message to be validat-
ed (30) in a decoded message to be validated
(32) through a binary error correction module
with redundancy (31);
d) Analysis of the decoded message to be vali-
dated (32) by a decoded message validation
module (33), resulting the decision of whether
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the decoded message to be validated (32) is the
correct secret message (34) or the incorrect se-
cret message (35);
e) Analysis of the correct secret message (34)
by a security document integrity validation mod-
ule (36), resulting in a decision on whether the
security document to be validated (22) is genu-
ine.

18. The computer-implemented method for decoding
and integrity validation of a security document with
a printer-proof steganography-encoded image, ac-
cording to the previous claim, characterized in that
the decoding module (29) runs through at least a
special transformation network and at least a con-
volutional neural network.

19. The computer-implemented method for decoding
and integrity validation of a security document with
a printer-proof steganography-encoded image, ac-
cording to any one of claims 17 to 18, characterized
in that the captured entire image to be validated (24)
is obtained through the capture of a security image
included in the security document to be validated
(22) through a digital capture module of an entire
image included in at least the security document to
be validated (23).

20. The computer-implemented method for decoding
and integrity validation of a security document with
a printer-proof steganography-encoded image, ac-
cording to any one of claims 17 to 19, characterized
in that the captured entire image to be validated (24)
is a facial portrait and the security document to be
validated (22) is selected from the group consisting
of a personal identification document and a personal
machine-readable travel document.

21. The computer-implemented method for decoding
and integrity validation of a security document with
a printer-proof steganography-encoded image, ac-
cording to any one of claims 17 to 20, characterized
in that it is run by the decoding and integrity valida-
tion system for a security document with a printer-
proof steganography-encoded image (2), as defined
in any one of Claims 6 to 10.

22. A security document with a printer-proof steganog-
raphy-encoded image (21), characterized in that it
comprises at least one encoded entire image (17)
transmitted physically on a physical support or on a
electronic support, and is prepared through the
method defined in any one of Claims 11 to 16.

23. The security document with a printer-proof stega-
nography-encoded image (21), according to the pre-
vious claim, characterized in that the encoded en-
tire image (17) is a facial portrait and the security

document with a printer-proof steganography-en-
coded image (21) is selected from the group consist-
ing of a personal identification document and a per-
sonal machine-readable travel document.

24. A computing device, characterized in that it com-
prises means adapted to execute the steps of the
method defined in any one of claims 11 to 16.

25. A computing device, characterized in that it com-
prises means adapted to execute the steps of the
method defined in any one of claims 17 to 21.

26. A computer program, characterized in that it com-
prises instructions which, when the computer pro-
gram is executed by a computing device, as defined
in claim 24, cause the computing device to execute
the steps of the method defined in any one of claims
11 to 16.

27. A computer program, characterized in that it com-
prises instructions which, when the computer pro-
gram is executed by a computing device, as defined
in claim 25, cause the computing device to execute
the steps of the method defined in any one of claims
17 to 21.

28. A computer-readable data carrier characterized by
having stored thereon the computer program, as de-
fined in claim 26.

29. A computer-readable data carrier characterized by
having stored thereon the computer program, as de-
fined in claim 27.
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