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INTRODUCTION

Last decades with the development of deep learning techniques the evi-

dent advances have been reached in the field of face recognition. However

at the same time more evolved and sophisticated techniques for perform-

ing the presentation attacks continue to appear (see Fig. 1), which require

the development of new protection solutions [1].

One of such face image manipulating methods is Face Morphing.

Image morphing techniques are used to combine information from two (or

more) images into one image. Over the past decade, it has gained signif-

icant attention and has been more thoroughly investigated. As awareness

of the problem has grown, numerous counterfeit documents employing

face morphing techniques have been uncovered at control gates [12] (an

example is presented at Fig. 2).

Figure 1: Example of various face morphing techniques.

Figure 2: Real face morphing example. a) - ID image of accomplice

(requester of a document); b) Face image on counterfeited ID Document;

c) Face image of a person that used a counterfeited document.

Given the importance of reducing vulnerabilities in modern face

recognition systems and the significant risks posed by presentation at-

tacks, this thesis aims to contribute with the tools for combating the face

morphing problem involving deep learning algorithms.

FACE MORPHING ATTACKS PROBLEM

The potential for morphing attacks to compromise identification systems

was first explored in [3]. This study shows how ICAO-compliant mor-

phed images could effectively bypass both human and automated border

control checks.

The typical pipeline for creating a morphed identity document for

impersonation involves several coordinated steps designed to exploit face

recognition systems. First, a wanted individual collaborates with a com-

plicit accomplice to generate a synthetic morphed face image with facial

features from both parties. This morphed image is made to be realistic

and compliant with official ID photo standards. Next, the accomplice

uses this image to apply for and obtain a legitimate identification docu-

ment, such as a passport or national ID card. Once issued, the document

(though legally tied to the accomplice) can also successfully match the

facial characteristics of the wanted person. As a result, the wanted in-

dividual is able to use the authentic document to travel or access secure

services while evading detection.

RESEARCH OBJECTIVES AND QUESTIONS

The primary objective of this thesis is to contribute to enhancing the ro-

bustness of face recognition systems against presentation attacks, partic-

ularly those involving face morphing [10, 11]. Our research will focus on

two key areas: improving the detection of morphing attacks and strength-

ening the robustness of deep facial feature representations against morph-

ing.

In this context, we can outline our specific objectives as follows:

• Study data collection for face recognition, including morphed face

generation.

• Improve deep learning methods for morphing detection and vulner-

ability analysis in ID enrollment.

• Develop morph-resistant face recognition strategies for secure doc-

ument applications.

• Evaluate the effectiveness of proposed methods with custom proto-

cols and bublic benchmarks.

MORPHING ATTACK DETECTION

Morphing Attack detection is a straightforward approach to combat their

risks for facial biometric systems and it is typically categorized into

two processing pipelines based on the availability of reference data: no-

reference and differential approaches.

In the no-reference or Single Morphing Attack Detection (SMAD) sce-

nario, the algorithm receives only a single face image without any cor-

responding trusted reference and must determine whether the image is

morphed (for instance, in Enrollment pipelines).

Differential morphing attack detection (DMAD) methods rely on the

availability of a trusted reference image typically captured during a live

interaction with the facial biometric system allowing the comparison be-

tween the live capture and the enrolled (potentially morphed) image (for

instance in Automated Border Control).

For morphing attack detection, we proposed advanced detection

strategies based on multitask learning frameworks with sophisticated

morph sample labeling (see Fig. 3). In our setup, images are processed by

two parallel feature extractors, and their outputs are compared to evaluate

whether they belong to the same identity. The underlying principle is that

genuine (non-morphed) face pairs will produce highly similar features,

while morphed images will result in dissimilar outputs.

On practice this implies the designing of a complex multitask learning

problem and we will call such concept as Fused Classification further in

the work.

Our methods achieved state-of-the-art performance in publicly avail-

able benchmarks for both Single-image Morphing Attack Detection

(SMAD) [4] and Differential Morphing Attack Detection (DMAD) [8]

scenarios.

INCREASING THE ROBUSTNESS OF FACIAL

BIOMETRIC TEMPLATES TO MAD

Beyond detection, alternative strategies exist. For instance in can be ap-

proached by increasing the Robustness the face feature templates to mor-

phing attacks. This approach shifts the emphasis from detecting morphs
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Figure 3: Schematic of the Fused Classificartion. For clarity in visualization, the presented batch contains only a single image. Labels ẏ and ÿ are

displayed with descriptive names for better understanding. In the actual implementation, these labels are represented by their numerical index values,

which are subsequently encoded into one-hot vectors for processing.

to mitigating their impact by reducing the likelihood that morph samples

can successfully match legitimate face templates.

Achieving this level of robustness requires modifications to the core

of the face recognition system. Namely the target is to modify the face

feature extraction mechanism, which is used for generating biometric

templates. Such robustness based strategies focus on improving the dis-

criminatory power of the templates themselves by modifying the deep

face feature domain.

Our initial approach here addresses contrastive learning methods by

introducing a dedicated branch for morph samples, allowing explicit con-

trol over their feature distribution [2]. Additionally, we refine traditional

classification strategies through a carefully designed softmax-based mar-

gin loss, which intentionally disbalabce morph samples from bona fide

ones [5].

THESIS CONTRIBUTIONS

In this thesis we approached the problem of face recognition robustness

to morphing attacks from multiple angles, introducing new methods for

morphing attacks detection and face image templates robustness.

In the work, many collateral contributions were presented, which ap-

peared mainly in the process of data curation and performance assess-

ment. This include novel datasets and benchmarks tailored to face recog-

nition tasks [9]. These resources have been made available to the aca-

demic community and are already in use for new research projects.

This also include the developed data filtering techniques and resulting

metadata for public academic face datasets [13] [6], which can facilitate

more refined data preparation in future studies.

Our contributions include the creation of a dedicated benchmarks for

face morphing detection [4][8] and evaluating robustness to morphing at-

tacks [7], which is a resource that, to our knowledge, currently has no

publicly available alternative and is designed to scale with future devel-

opments .

Summing up in this thesis we provided significant contributions that

support the broader academic community in advancing research in face

recognition and presentation attack detection.
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